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Preface

Welcome to the twelfth edition of the Ecuadorian Conference on Information and Com-
munication Technologies (TICEC 2024). This year, the conference was held in the
historic city of Loja from October 16 to 18, 2024, at the Universidad Técnica Particular
de Loja (UTPL).

TICEC is an important event in Ecuador focused on the development of Information
and Communication Technologies (ICTs). Every year, it brings together researchers,
educators, professionals, and students from around the world to share their research and
engage in academic discussions. These interactions aim to promote innovative uses of
ICTs across different fields.

This year, the event’s organization was masterfully executed through a partnership
between the Universidad Técnica Particular de Loja and the Corporación Ecuatoriana
para el Desarrollo de la Investigación y la Academia (CEDIA). The conference featured
insightful oral presentations of scientific papers spanning three primary domains:

• Image Processing, Classification, and Segmentation.
• Artificial Intelligence and Machine Learning Applications.
• IoT,EmbeddedSystems, andApplications inHealthcare and Industrial Environments.

This edition witnessed submissions from 233 authors hailing from 6 countries, a
testament to its growing global influence. Ensuring the integrity and quality of our pro-
ceedings, all manuscripts underwent rigorous similarity checks and were subjected to
a meticulous double-blind peer review by our esteemed TICEC 2024 Program Com-
mittee. This committee comprised renowned researchers from 40 countries, with each
manuscript evaluated by a minimum of three experts. From this rigorous process, we are
proud to present 24 accepted full papers out of 74 received papers,marking an acceptance
rate of 32%.

We are excited to welcome you to the proceedings of TICEC 2024.

October 2024 Santiago Berrezueta-Guzman
Rommel Torres

Jorge Luis Zambrano-Martínez
Jorge Herrera-Tapia
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Image Classification of Peach Leaves
Using a Siamese Neural Network
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Abstract. The growing global population and the increasing demand
for food have made food production a critical concern. To meet this
challenge, techniques like vertical farming and aquaponics have been
proposed to maximize output while conserving resources and space.
However, there is still room for improvement in crop care processes.
Deep learning, particularly Convolutional Neural Networks (CNNs), has
emerged as a leading approach for addressing various agricultural issues.
This paper explores the use of Siamese CNNs to classify the front and
back faces of six peach leaf varieties, a crucial step in detecting bacte-
riosis, a common disease in peach farming. Building on prior work in
Siamese CNNs for peach leaf classification, this study examines several
enhancements, including increased convolutional layers, three activation
functions, and the application of pre-trained CNN models. The proposed
architecture, combined with the ReLU activation function, improved the
accuracy of the reference model by 3.48%. Among the pre-trained models,
ResNet performed best, reaching an accuracy of 0.9841, which is 7.83%
higher than the benchmark model’s top result. These findings indicate
that the benchmark model had significant room for improvement, which
was effectively addressed through the experiments conducted.

Keywords: Computer Vision · Image Classification · Peach Leaves
Classification · Siamese Convolutional Neural Networks

1 Introduction

Food production and its impact on today’s population are of paramount impor-
tance. As stated by the Food and Agriculture Organization [23], the constant
growth of the world’s population requires more ample food supplies. The United
Nations [29] estimated that the world population will reach 9.8 billion by 2050.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Berrezueta-Guzman et al. (Eds.): TICEC 2024, CCIS 2273, pp. 3–20, 2024.
https://doi.org/10.1007/978-3-031-75431-9_1
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Techniques such as vertical crops [6] and aquaponics [4] have been proposed
to produce more food while consuming fewer resources and less space. Even
though agricultural techniques are constantly improving and studies in this field
are increasing, there is a need to enhance the processes of crop care [7,11,22].

Prior to introducing one of the modern solutions for crop caring, a general
idea of image classification is given. Image classification as defined by Rawat
and Wang [24] is a computer vision task aimed at categorizing images into one
or multiple pre-established classes. Several are the machine-learning algorithms
for image classification, such as support vector machines, k-nearest neighbors,
decision trees, or random forests [18,21,25]. Despite machine-learning algorithms
being an efficient solution, the current paradigm is focused on deep-learning
methods, specifically convolutional neural networks (CNNs).

As explained by Zhong et al. [31] and Takahashi et al. [28], CNNs combine
three main architectures to improve learning accuracy and efficiency, local recep-
tive fields, shared weights, and spatial pooling. In image classification tasks, the
local receptive fields are used to extract features of an image (edges and cor-
ners) that are merged with subsequent layers to build complex features. The
large size of images fed into the network causes the computational complexity
to rise due to the multiple layers. By implementing an architecture that handles
shared weights across the layers, the number of parameters is reduced. Finally,
adding a pooling architecture enables reducing the resolution of feature maps,
thus, making the network invariant to small shifts in the input image. Therefore,
the use of CNNs in agriculture has seen many applications due to their capacity
to recognize the different features of crops and being able to detect and identify
at time [16].

On the other hand, disease detection plays an important role in crop care
since late recognition can cause the product to get wasted or even infect sur-
rounding crops. Akbar et al. [2] explain that peach, a fruit high in antioxidants,
vitamins, and minerals, constitutes one of the essential products of Pakistani
agriculture. Nevertheless, peach production tends to be largely affected by bac-
teriosis that causes sized holes in leaves, rough areas on fruit, and concentric
lesions on branches [14]. Acknowledging that bacteriosis commonly starts on the
leaves of peach trees, allows for the implementation of a CNN model to clas-
sify infected leaves from healthy ones. However, an initial image classifier should
be implemented to distinguish between the multiple kinds of peach varieties by
recognizing the features of its leaves.

In this regard, this paper proposes an improved Siamese CNN to identify both
the front and back faces of peach leaves. This article takes into consideration the
work developed by Ayala et al. [3] whose Siamese architecture was considered
the benchmark model to establish a point of comparison. This work analyzes
several aspects, including increased convolutional layers, testing of three activa-
tion functions, and use of pre-trained CNN models. The experiments developed
showed outperforming results in comparison to the benchmark architecture.
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2 Related Works

With the advent of deep learning, convolutional neural networks (CNNs) have
emerged as the state-of-the-art approach for image classification in agriculture
[20]. CNNs are capable of automatically learning feature representations from
raw image data, allowing for high accuracy and robustness in image classification
tasks [26]. The use of CNNs for image classification in agriculture has been
extensively studied, with numerous works demonstrating their effectiveness for
a variety of tasks, such as crop type classification [15], plant classification [13],
leaf disease detection [1], fruit maturity [17], or fruit counting [12].

Recently, there has been a trend towards fine-tuning pre-trained CNN mod-
els, such as ResNet, VGG, and Inception, for specific agriculture tasks. For
instance, Subramanian et al. [27] employed pre-trained models for disease identi-
fication in maize leaves, whereas Espejo et al. [9] proposed the use of pre-trained
models for weeds identification. The results of those works have demonstrated
the effectiveness of transfer learning in the context of agricultural image classi-
fication. The use of fine-tuned CNNs is especially effective for small agriculture
datasets, where the limited amount of data may not be sufficient to train a CNN
[10] efficiently.

The integration of aerial and satellite imagery has opened up new avenues
for large-scale, automated image classification in agriculture [8]. These images
provide high-resolution information on crop growth and health, enabling the
development of precision agriculture methods for improved crop management.
The use of remote sensing for image classification in agriculture has been exten-
sively studied, with numerous works demonstrating its effectiveness for a variety
of tasks, such as crop yield estimation [19] and water stress detection [30].

In this context, current advances in image classification for agriculture offer
various solutions for crop care. This work contributes to the field by focusing
specifically on peach leaf image classification as a preliminary step in identifying
diseases that begin developing in the leaves.

3 System Model and Methodology

3.1 Dataset

As this is a comparative study to improve the accuracy reached of the Siamese
CNN proposed by Ayala et al. [3], the same dataset of the study is taken into
account (see Appendix A to obtain the dataset). The dataset comprises both the
front and back faces of leaves for the 6 different varieties of peach. The dataset
comprises a total of 1265 pairs of images subdivided into 1139 pairs for training
and 126 pairs for testing. A dataset summary is presented in Table 1, and images
of peach leaf pairs for each variety of the dataset are presented in Fig. 1. The
dataset has two derivatives regarding the dimensions of images, 224× 224 and
416× 416, both RGB images. In this work, only the 224× 224 derivative was
considered.
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Fig. 1. Front and back faces of the six peach leaf varieties. Adapted from [3].

Table 1. Distribution of peach leaf images across the 6 varieties.

Class Name Train pairs Test pairs

1 CP-03-06 90 11

2 Oro Azteca 186 21

3 Oro San Juan 179 25

4 Cardenal 209 20

5 Colegio 190 15

6 Robin 285 34

3.2 Pipeline

Figure 2 presents the pipeline of the Siamese network for identifying the front
and back faces of peach leaves. The model receives two inputs, the front and back
faces of a peach leaf. These are then fed into two identical convolutional neural
networks. The feature maps generated at the end are concatenated and passed to
a second convolutional neural network to extract more complex features. Finally,
the resultant feature maps are flattened and fed to a fully connected network
that will classify the leaves into their corresponding peach variety.

Table 2. Units of the benchmark CNN architecture.

(a) Type I

Convolutional Layer K=5,P=1,S=1)

Batch Normalization

Activation Function (ReLU)

Pooling Layer (K=3.P=1,S=1)

(b) Type II

Convolutional Layer (K=5,P=1,S=1)

Batch Normalization

Activation Function (ReLU)

Pooling Layer (K=2.P=1,S=1)

Dropout Layer (0.05,0.1)
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Fig. 2. Pipeline to identify peach leaves front and back faces. Adapted from [3]

3.3 Benchmark Architecture

Additionally, the Siamese CNN architecture described in [3] for the 224× 224
derivative of the dataset was replicated from scratch in TensorFlow. The inten-
tion of replicating this architecture is to compare the changes introduced in
the proposed architecture and the different experiments developed. The archi-
tecture consists of two units, both comprised of a convolutional layer, a batch
normalization layer, an activation layer, and a max pooling layer. The activa-
tion function selected by the authors was the ReLU activation function, which
is formally introduced in the following section. However, the second unit also
contains a dropout layer, a representation of such units is presented in Table 2.
This replication process ensures that any observed differences in performance are
attributable solely to the modifications applied in the experiments. The bench-
mark type A CNN contains three type I units, whereas the type B CNN is
comprised of two type II units. Moreover, the layers regarding the type A CNN
are presented in Table 3, whereas the layers for the type B CNN are presented
in Table 4.

Table 3. Layers corresponding to the type A CNN - Benchmark Paper.

Layer Input size Output size

Conv2d (f = 18, k = 5, p = 1, s = 1) 224× 224× 3 224× 224× 18

Maxpool (k = 3, p = 1, s = 1) 224× 224× 18 75× 75× 18

Conv2d (f = 30, k = 5, p = 1, s = 1) 75× 75× 18 75× 75× 30

Maxpool (k = 3, p = 1, s = 1) 75× 75× 30 25× 25x30

Conv2d (f = 60, k = 5, p = 1, s = 1) 25× 25× 30 25× 25× 60

Maxpool (k = 3, p = 1, s = 1) 25× 25× 60 9× 9× 60



8 M. D. Coello-Andrade et al.

Table 4. Layers corresponding to the type B CNN - Benchmark Paper.

Layer Input size Output size

Conv2d (f = 100, k = 5, p = 1, s = 1) 9× 9× 120 9× 9× 100

Maxpool (k = 2, p = 1, s = 1) 9× 9x100 5× 5× 100

Conv2d (f = 90, k = 5, p = 1, s = 1) 5× 5× 100 5× 5× 90

Maxpool (k = 2, p = 1, s = 1) 5× 5× 90 3× 3× 90

Flatten 3× 3× 90 810

Linear 810 720

Linear 720 7

3.4 Experiments

The experiments conducted to improve accuracy and reduce loss on the vali-
dation set are presented in the following sections. Likewise, each implemented
model is available at the repository link provided in Appendix B. The hyper-
parameters selected to train the benchmark and proposed architectures were a
batch size of 32, 100 epochs, and a learning rate of 0.001. In contrast, the hyper-
parameters chosen for experiments with pre-trained models were a batch size of
32, 50 epochs, and a learning rate of 0.0001. Categorical cross-entropy loss and
the Adam optimizer were used to train the models. Due to the non-deterministic
nature of a neural network’s training process, accuracy results may vary with
each training session. Therefore, each model will be trained five times to gather
different accuracy outcomes and provide a more comprehensive analysis. The
term “iteration” will be used to refer to each individual training phase of a
model.

1. Increase of convolutional layers
The first experiment involved increasing the number of convolutional layers
and reorganizing the pooling layers. The Type A CNN (Table 5) consists of
six convolutional and three pooling layers, while the Type B CNN (Table 6)
has three convolutional and three pooling layers. No additional hidden lay-
ers were added to the fully connected network, but the first hidden layer’s
neurons were set to 1000. Applying the to categorical() function to the
training and validation labels resulted in tensors with shapes of (1139,7) and
(126,7), where the seventh category, unrelated to any peach variety, ensures
the binary class matrix has full rank. After each convolutional layer, a batch
normalization layer and an activation layer were added. Likewise, dropout
layers were included to reduce overfitting in the training set, with a dropout
of 0.1 applied after the activation layers in each unit of the type B CNN. The
final designs for both CNN architectures are shown in Table 7, with type A
containing three type I units and type B consisting of three type II units.
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Table 5. Layers corresponding to the type A CNN - Proposed architecture.

Layer Input Size Output Size

Conv2d(f = 15, k = 3, p = 1, s = 1) 224× 224× 3 224× 224× 15

Conv2d(f = 30, k = 3, p = 1, s = 1) 224× 224× 15 224× 224× 30

Maxpool(k = 2, p = 1, s = 1) 224× 224× 30 112× 112× 30

Conv2d(f = 45, k = 3, p = 1, s = 1) 112× 112× 30 112× 112× 45

Conv2d(f = 60, k = 3, p = 1, s = 1) 112× 112× 45 112× 112× 60

Maxpool(k = 2, p = 1, s = 1) 112× 112× 60 56× 56× 60

Conv2d(f = 75, k = 3, p = 1, s = 1) 56× 56× 60 56× 56× 75

Conv2d(f = 90, k = 3, p = 1, s = 1) 56× 56× 60 56× 56× 90

Maxpool(k = 2, p = 1, s = 1) 56× 56× 90 28× 28× 90

Table 6. Layers corresponding to the type B CNN - Proposed architecture.

Layer Input size Output size

Conv2d(f = 105, k = 5, p = 1, s = 1) 28× 28× 180 28× 28× 105

Maxpool(k = 2, p = 1, s = 1) 28× 28× 105 14× 14× 105

Conv2d(f = 90, k = 5, p = 1, s = 1) 14× 14× 105 14× 14× 90

Maxpool(k = 2, p = 1, s = 1) 14× 14× 90 7× 7× 90

Conv2d(f = 75, k = 5, p = 1, s = 1) 7× 7× 90 7× 7× 75

Maxpool(k = 2, p = 1, s = 1) 7× 7× 75 4× 4× 75

Flatten 4× 4× 75 1200

Linear 1200 1000

Linear 1000 7

2. Testing different activation functions
The activation functions tested were the Rectified Linear Unit (ReLU), Leaky
Rectified Linear Unit (LReLU), and Exponential Linear Unit (ELU). ReLU,
as defined in Eq. 1, helps reduce the vanishing gradient problem and promotes
sparse coding. However, it can cause issues when a large negative bias is
learned, leading to constant zero outputs. To address this, Leaky ReLU, Eq. 2,
allows a small gradient for negative inputs (x < 0). An alpha of 0.1 was
chosen instead of the default 0.01 due to better accuracy in trials. Finally,
ELU, as presented in Eq. 3, pushes mean unit activations closer to zero, which
accelerates the model’s training. An alpha of 1 was used, consistent with
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Table 7. Designed units for the proposed CNN architecture.

(a) Type I

Convolutional Layer(K=3,P=1,S=1)

Batch Normalization

Activation Function (ReLu,LReLu,ELU)

Convolutional Layer(K=3,P=1,S=1)

Batch Normalization

Activation Function (ReLu,LReLu,ELU)

Pooling Layer (K=2.P=1,S=1)

(b) Type II

Convolutional Layer (K=3,P=1,S=1)

Batch Normalization

Activation Function (ReLu,LReLu,ELU)

Pooling Layer (K=2.P=1,S=1)

Dropout Layer (0.1)

previous studies that reported satisfactory results using this default value.

ReLU(x) = max(0, x) (1)

LReLU(x) =

{
x if x > 0
αx if x < 0

(2)

ELU(x) =

{
x if x > 0
α(ex − 1) if x < 0

(3)

3. Transfer learning using pre-trained CNN models
The state of the art in pre-trained CNN models is vast, posing a challenge
due to the high complexity and longer training times of modern architectures.
This study focused on three models-ResNet, DenseNet, and EfficientNet-to
enhance peach leaf classification. To mitigate hardware and resource limita-
tions, simpler variants of these models were chosen, reducing training times
while still yielding satisfactory results, though more complex variants remain
unexplored. For ResNet, the 50-layer variant was used, notable for its residual
connections that map each layer’s input to its output. DenseNet, with 121
layers, improves performance by connecting each layer’s input to all previous
layers, enhancing the flow of information and gradients. Lastly, EfficientNet
B0 was tested, leveraging depthwise separable convolutions and lightweight
blocks for high accuracy with reduced computational cost.
The pre-trained model pipeline is illustrated in Fig. 3. Unlike the pipeline
in Fig. 2, no CNN block is added after the concatenation of feature maps
due to the architectures of the pre-trained models. In this case, the out-
put feature maps from each pre-trained model can no longer be reduced
due to the network architectures. For this reason, no convolutional neu-
ral network block is included after the concatenation block. Instead, the
concatenated feature maps are flattened and fed into a fully connected
network consisting of two layers, with 1000 neurons in the input layer
and 7 neurons in the output. The weights of these models were pre-
trained on the ImageNet dataset. Data and source code are available at
https://github.com/Mateo-Coello/Siamese-Convolutional-Neural-Net work.

https://github.com/Mateo-Coello/Siamese-Convolutional-Neural-Network
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Fig. 3. Pipeline that considers the use of pre-trained models

4 Results and Discussion

4.1 Results of the Benchmark Architecture

The results of the five iterations considering the validation set for the architec-
ture described in the benchmark paper are presented in Table 8. As mentioned
previously, the benchmark architecture uses the ReLU activation function to ini-
tialize the weights of the convolutional layers. It is observed from the results of
each iteration that the highest accuracy and lowest loss correspond to the fourth
iteration, with a value of 0.9126 and 0.3637 respectively. Considering only the
highest accuracy values obtained at the end of each iteration, the lowest one
corresponds to the third iteration with a value of 0.8650 coupled with a loss of
0.8025. It is worth mentioning, that across all five iterations the highest accuracy
obtained by the authors of the benchmark architecture, 0.9206, was not reached.

Table 8. Results of the benchmark architecture across the five iterations. HA: Highest
Accuracy, A: Accuracy, LL: Lowest Lost, L: Lost.

Iteration Results

1 HA: 0.8880, L: 0.4664

LL: 0.4553, A: 0.8730

2 HA: 0.8730, L: 0.6199

LL: 0.4418, A: 0.8730

3 HA: 0.8650, L: 0.8025

LL: 0.7928, A: 0.8492

4 HA: 0.9126, LL: 0.3637

5 HA: 0.9048, L: 0.6012

LL: 0.4366, A: 0.8968
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4.2 Results of the Proposed Architecture

The results for the validation set of the proposed architecture were classified
according to the activation function use and are presented in Table 9. For the
ReLu activation function, it is observed that the highest accuracy achieved was
0.9444 with a loss of 0.3851 on the third iteration. The lowest loss of all iterations
was also achieved on the third iteration, with a value of 0.3428 and an accuracy
of 0.8809. The highest loss belongs to the first iteration with a value of 0.4827.
Continuing, the LReLU activation function shows its highest accuracy with a
value of 0.9444 and a loss of 0.3851 at the third iteration. Likewise, the lowest
loss, 0.2882, with an accuracy of 0.9286 was also reached on the third iteration.
Finally, the ELU activation function’s highest accuracy was 0.9286 with a 0.4201
loss achieved on the fourth iteration. In this same iteration, the lowest loss
reached a value of 0.2723 and an accuracy of 0.9047.

Table 9. Results of the proposed model for the three activation functions. HA: Highest
Accuracy, A: Accuracy, LL: Lowest Lost, L: Lost.

Iteration Results

ReLU LReLU ELU

1 HA: 0.9048, L: 0.4827 HA: 0.9286, L: 0.3978 HA: 0.9286, L: 0.4201

LL: 0.4729, A: 0.9048 LL: 0.3967, A: 0.8809 LL: 0.2723, A: 0.9047

2 HA: 0.9048, L: 0.3405 HA: 0.8730, L: 0.5125 HA: 0.9126, L: 0.5688

LL: 0.3156, A: 0.9048 LL: 0.5097, A: 0.8571 LL: 0.4500, A: 0.8016

3 HA: 0.9444, L: 0.3851 HA: 0.9444, L: 0.3161 HA: 0.8809, L: 0.7343

LL: 0.3428, A: 0.8809 LL: 0.2826, A: 0.9286 LL: 0.4837, A: 0.8254

4 HA: 0.9365, LL: 0.2882 HA: 0.9126, LL: 0.3670 HA: 0.9206, L: 0.4575

– – LL: 0.3692, A: 0.9127

5 HA: 0.9126, L: 0.4457 HA: 0.9286, LL: 0.4529 HA: 0.9047, LL: 0.6045

LL: 0.3465, A: 0.8730 – –

4.3 Accuracy Comparison Between the Benchmark and Proposed
Model

To compare how the proposed architecture improves the accuracy over the val-
idation set regarding the benchmark model, its ReLU variant was considered.
Again, it is necessary to emphasize that all iterations are independent, meaning
the model is trained from zero at each iteration which does not affect if their
order is changed. In this way, the highest accuracy across all iterations of both
architectures was plotted in ascending order as shown in Fig. 4. The accuracy
improvement across all iterations shows that indeed the proposed architecture in
its ReLU variant has outperformed the benchmark model. Moreover, if the mean
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of the highest accuracy values of both architectures is considered (benchmark
mean: 0.8888, proposed ReLU variant mean: 0.9206), then is observed that the
proposed architecture in its ReLU variant shows an accuracy improvement of
3.67%.

Fig. 4. Accuracy gain of proposed ReLU variant over benchmark architecture

4.4 Accuracy Comparison Between Proposed Architecture Variants

The maximum accuracy of the validation set across the five iterations for the
three variants of the proposed model is illustrated in Fig. 5. This graph presents
only the highest accuracy values across all five iterations. In the first iteration,
the accuracy improvement for the LReLU variant is 3.64% for ReLU and 0.90%
for ELU. Continuing, it is noticed that the LReLU variant has improved abruptly
in the second iteration, showing an accuracy improvement of 0.86% in contrast
to the other variants and an overall increase of 4.64% to the previous iteration. In
the third iteration, LReLU still shows a higher accuracy over the other variants
with an improvement of 1.75%.

However, at iteration number four, the ReLU variant shows the highest accu-
racy compared to the other variants. In this iteration, the accuracy improvement
over ELU (lowest accuracy) is 1.72% for ReLU and 0.87% for LReLU. Lastly, at
the fifth iteration both the ReLU and LReLU variants reached the highest accu-
racy across all five iterations, with a value of 0.9444 and an accuracy improve-
ment of 1.70% compared to the ELU variant’s highest accuracy of 0.9286. In this
sense, no model demonstrates to outperform the others by a significant margin.
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Fig. 5. Accuracy comparison between proposed architecture variants

4.5 Results Obtained with Each Pre-trained Model

The results for all pre-trained models are presented in Table 10. Starting with
DenseNet121 model results, across all five iterations, the highest accuracy is
0.9603 obtained on the first iteration with a loss of 0.13977. In the following
iterations and considering only the highest accuracy values, it is noticed that
the minimum accuracy of all is 0.9365 reached in the fifth iteration. The lowest
loss across corresponds to the fourth iteration with a value of 0.1167 and is
accompanied by an accuracy of 0.9524. Moreover, regardless of the iteration, it
is noticed that the final loss is always less than 0.2.

Among all the experiments presented in this article, ResNet50 obtained the
highest accuracy and lowest loss results, with a value of 0.9841 and 0.0576 respec-
tively. Additionally, it also presents the second-highest accuracy with a value of
0.9762 coupled with a loss of 0.1177 obtained on the fifth iteration. The Effi-
cientNetB0 model has the highest accuracy on the second iteration with a value
of 0.9603 although its loss is very high at 0.6794. A rather better version of this
model will be obtained in the third iteration with an accuracy of 0.9525 and a
loss of 0.2148. Moreover, is observed that the EfficientNet model presents higher
losses than the previous pre-trained models.

4.6 Accuracy Comparison Between All Models

From the above results, it is noticeable that the pre-trained models have achieved
higher accuracy values than both the reference architecture and the proposed
architecture. Focusing our attention on Fig. 6, the accuracy gain of the pre-
trained models to the benchmark architecture is observed. The plot contains
the highest accuracy values reached by the benchmark and pre-trained mod-
els in each of its iterations arranged in ascending order. It is observed that
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Table 10. Results of the proposed model for the three activation functions. HA: High-
est Accuracy, A: Accuracy, LL: Lowest Lost, L: Lost.

Iteration Results

DenseNet ResNet EfficientNet

1 HA: 0.9603, L: 0.13977 HA: 0.9841, LL: 0.0576 HA: 0.9206, LL: 0.5908

LL: 0.1166, A: 0.9524 – LL: 0.5599, A: 0.8492

2 HA: 0.9444, LL: 0.1680 HA: 0.9286, LL: 0.3261 HA: 0.9603, LL: 0.6794

– – LL: 0.3742, A: 0.9524

3 HA: 0.9444, L: 0.1866 HA: 0.9603, L: 0.1639 HA: 0.9524, L: 0.2148

LL: 0.1815, A: 0.9286 LL: 0.1158, A: 0.9524 LL: 0.2126, A: 0.9206

4 HA: 0.9524, LL: 0.1167 HA: 0.9524, L: 0.2473 HA: 0.9444, LL: 0.1767

– LL: 0.1289, A: 0.9444 –

5 HA: 0.9365, LL: 0.1613 HA: 0.9762, LL: 0.1177 HA: 0.9444, LL: 0.2202

LL: 0.1472, A: 0.9365 – –

Fig. 6. Accuracy gain of pre-trained models over benchmark architecture

DenseNet121 and EfficientNetB0’s highest accuracy values are similar except
for the first one. As mentioned earlier ResNet50 model’s accuracy outperforms
the other models with the mean of its highest accuracy values being 0.9603.
In contrast, DenseNet121 presents an accuracy mean of 0.9476 while Efficient-
NetB0’s accuracy mean is 0.9444. As such, ResNet50 shows an increase of 8.04%,
DenseNet121 outputs an improvement of 6.62%, and EfficientNetB0 has a gain
of 6.26%.

Since the variants of the proposed architecture do not outperform the oth-
ers, only the ReLU variant was compared with the pre-trained models. In this
regard, Fig. 7 presents the highest accuracy values obtained at the end of each
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Fig. 7. Accuracy gain of pre-trained models over proposed ReLU variant architecture

iteration that follow the same rearrangement as in the previous plots, an ascend-
ing order. Overall, the accuracy gain for the proposed ReLU variant model is
less significant than with the benchmark model, yet all the pre-trained models
outperform it. By considering the mean of the highest accuracy values of the
pre-trained models and proposed ReLU variant architecture, it is noticed that
ResNet50 presents an improvement of 4.31%, DenseNet121 shows an increase of
2.93%, and EfficientNetB0 a gain of 2.52%.

5 Conclusions

In summary, this paper introduces an improved Siamese CNN that implements
a custom architecture and pre-trained models to identify six varieties of peach
leaves. In short, the proposed ReLU variant model compared to the benchmark
architecture outperforms it, achieving a 3.67% accuracy improvement on the val-
idation set. When comparing the different variants of the proposed architecture
it was observed that no variant outperforms the others. Among the pre-trained
models, ResNet50 consistently showed the highest accuracy gain over the bench-
mark architecture across all iterations, while DenseNet121 and EfficientNetB0
fell slightly behind. However, the accuracy reached by all pre-trained models
outperforms both the proposed architecture variants and the benchmark model.
Overall, this paper provides insights into the effectiveness of the proposed archi-
tecture and pre-trained models in identifying the front and back faces of peach
leaves, which can be later applied for plant disease diagnosis and monitoring.

6 Potential Applications

Agriculture represents an important percentage of Ecuador’s gross domestic
product (GDP). According to statistics of the Central Bank of Ecuador [5],
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the agriculture sector represented approximately 8% of the total GDP in 2022,
with a total value of $8,713,905. The distribution of this percentage is subdi-
vided/comprised of several categories. A tool such as TradeMap highlights these
categories generating statistics based on the information provided by the Central
Bank of Ecuador and the United Nations Commodity Trade database. The link
provided in Appendix C shows the total value of exports of different categories
of products. Focusing our interest in the category Edible fruit and nuts; peel
of citrus fruit or melons, its percentage of contribution to the total amount of
exports in 2022 was around 10.76% or $3,807,889. This raises the question of
which products are comprised within this category. Considering the same year,
bananas contributed 9.96% to the 10.76% or what it is $3,523,427. The sec-
ond category contains strawberries, raspberries, blackberries, gooseberries, etc.,
which contributed 0.35% or $123,055. The third most valued category consists
of dates, figs, pineapples, avocados, guavas, mangoes, and mangosteens, which
shared 0.31% or $110.857.

Albeit the exports of fresh apricots or peaches share almost none or zero
percent of the total exports, these are products that are well rooted in the local
economy of Ecuador. The provinces where peach production is concentrated are
Azuay, Cotopaxi, Chimborazo, Imbabura, Pichincha, and Tungurahua. This is
due to the conditions to properly cultivate the peach fruit, where an altitude
between 2000 and 2800 masl is recommended, which is characteristic of these
provinces. Several news articles comment that only one hectare of peach crops
can produce tens of tons of such product. On the other hand, depending on the
export category the restrictions imposed by each country vary, where pest con-
trol is essential for agricultural products like fruits and vegetables. As a result, a
potential application of this work would be to further the classification capabili-
ties of the CNN models by considering datasets where pests concentrate/spread
in leaves.

Focusing such an application on Ecuador’s agriculture requires the creation
of a dataset of peach leaf varieties native to the country. This should include
images properly tagged with the corresponding variety name and the pest that
affects it. Embarking on such a study will require a proper knowledge of fruit
agriculture and artificial intelligence to identify its scope, implement the cor-
responding models, and analyze if the results of the models are satisfactory
enough in recognizing the pests. Likewise, the development of this application
will determine the level of generalization and real application to other crops, as
conceptually it is possible. Still, studies on this topic are lacking in Ecuador.
Going one step further and applying this study to the fruit itself rather than
its leaves will represent an interesting challenge as will also require a properly
tagged dataset. Therefore, the applications are vast but studies should be carried
out considering the economics (Ecuador’s exports and local economy), computa-
tional resources (hardware to properly experiment), and the results to determine
if a profitable service could be created.
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Appendix

A Dataset Link

https://drive.google.com/drive/folders/
1rWCr9DrknoK0HKFhNRavCVgZ5UKjU3hi.

B Implementation of Architectures Repository

https://github.com/Mateo-Coello/Siamese-Convolutional-Neural-Network.

C TradeMap Statistics Regarding Ecuador’s Exports

https://www.trademap.org/Product SelCountry TS.aspx?
nvpm=1|218||||TOTAL|||2|1|1|2|2|1|1|1|1|1.
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Abstract. Pancreatic cancer, a serious disease, is challenging to detect
early, hindering timely treatments. Medical imaging, especially computer
tomography, is vital for early diagnosis. This study focused on accu-
rate pancreatic segmentation in medical images using subtle changes
in 2D U-Net architecture to aid in diagnosis and treatment. Addition-
ally, we proposed using a super-resolution generative adversarial net-
work (SRGAN) for better-resolution images. The proposed methodology
considering the Dice-Sørensen coefficient (DSC), showed superior DSC
values: 0.921163 ± 0.012 with subtle changes in U-Net architecture and
0.5354± 0.0002 DSC with SRGAN and the proposed U-Net considering
low training time. Furthermore, the recall 0.6351 ± 0.0159 and preci-
sion 0.6422 ± 0.0056 were obtained. These results are important to the
progression of medical imaging analysis for complex decision-making.

Keywords: Pancreas segmentation · Pancreatic tumour
segmentation · Artificial intelligence · U-Net · SRGAN

1 Introduction

Pancreatic cancer is one of the most aggressive cancers and it is associated with
5% of cancer-related deaths [1]. According to the American Cancer Society, pan-
creatic cancer is the third leading cause of cancer-related death in the United
States and corresponds with 466,003 cases worldwide [2,3]. Most patients diag-
nosed with pancreatic cancer did not show alarming symptoms until advanced
metastasis pancreatic which led to less than 5 years of life expectancy in only
12.8% of cases during 2014–2020 [1]. One of the most problematic pancreas can-
cers is pancreatic ductal adenocarcinoma (PDAC) which accounts for more than
90% of pancreatic cancers [4].

Some factors, such as epidemiological trends, healthcare infrastructure,
socioeconomic considerations, and genetic factors, are essential for understand-
ing the progression of pancreatic cancer. Developed countries showed the highest
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incident and mortality rates of pancreatic cancer [5]. However, South and Central
America and Eastern Asia showed lower values [6]. Table 1 summarized those
insights considering some countries.

Table 1. Pancreatic cancer deaths in some countries in 2020, according to Ameri-
can Cancer Society, WHO (World Health Organization), and Instituto Nacional de
Estadística y Censos (INEC).

Country Number of deaths in 2020

United States [7] 35,000
India [7] 32,812
Brazil [8] 11,999
China [7] 11,537
United Kingdom [7] 9000
Mexico [8] 4489
Ecuador [9] 562

When pancreatic cancer is detected, it often presents at an advanced stage,
spreading to other parts of the body [4]. The early diagnosis of pancreatic cancer
can boost the opportunity for long-term survival; however, patients are typically
diagnosed at the right time incidentally which corresponds to less than 5% of the
total cases creating health medical issues since more resources are needed [2].

The primary methods to detect pancreatic cancer are imaging and blood
tests, followed by endoscopic procedures, genetic testing, and exploratory
surgery. Imaging tests with radiographic images of pancreatic cancer are tedious
and can lead to a mistaken diagnosis due to intra-operator ability [10]. Radiolo-
gists emphasize the need to enhance the visual analysis of pancreatic structure
using tomography scans, as even subtle changes in size, shape, and structure may
signal underlying pancreatic cancer issues [10]. Assessing the pancreas volume
manually is prone to errors for each examiner. However, this challenge can be
addressed by employing a computer-aided diagnosis system based on artificial
intelligence (AI) [12]. Therefore, accurate segmentation of the human pancreas
in medical imaging data is essential.

The techniques for detecting and segmenting pancreas and pancreatic tumors
have been advancing, driven by the powerful capabilities of AI in accurately
identifying objects within images [10]. Convolutional neural networks (CNNs)
are used for segmenting, detecting, and localizing cancerous tumors helping with
diagnosis and improving computer-assisted surgery techniques. The most widely
recognized neural convolutional architecture is U-Net, which was designed for
segmenting biomedical images.

Pancreatic cancer represents a challenge since (1) the shape of the pancreas
is more variable and smaller than other types of organs considering that the
pancreas is an approximately 15 cm long, spongy, and tube-shaped organ; (2)
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the pancreas can move unpredictably within the retroperitoneal space affect-
ing image processing; (3) poor contrast around boundaries of the pancreas in
computed tomography (CT).

This article delved into the configuration of U-Net, a segmentation method
designed to preserve CT image correlations and improve resolution. It also
explored how subtle structural changes can enhance metrics such as the Dice-
Sørensen coefficient (DSC). Furthermore, recognizing the significance of CT
image resolution in the pancreatic medical field, super-resolution was introduced
using a combined approach of the super-resolution (SR) generative adversarial
networks (SRGANs) and U-Net.

2 Related Work

Image segmentation and resolution are important tasks in medical imaging. Pan-
creas segmentation from CT scans is one of the most challenging organ segmenta-
tion [11,17,44]. The U-Net architecture was developed to improve the efficiency
of segmenting disease-affected regions. Krithika and Suganthi [13] adopted the
baseline model of the U-net network and implemented a generalized pooling
method to address the overfitting issue by adapting a pooling kernel’s weights.
Also, Zeng et al. [14] replaced the classical convolutional layers in the baseline
method with RI-Blocks (Residual-Inception block) including residual and incep-
tion modules in the encoding phase. The experimental results in [14] showed a
better performance than the classical U-Net. Many articles were based on the
U-Net as a baseline model, making it more complex and sophisticated to produce
better segmentation. However, sometimes complicating a model does not mean
better metric evaluation results.

Some authors explained the need for a two-dimensional (2D) approach to
effectively segment small areas of interest, taking into account the correlation
between images. Li et al. [15], proposed an H-DenseUNet framework to explore
and segment liver and tumors where the H-DenseUNet network combines 2D
and three-dimensional (3D) networks, transforming the volumetric shape app-
roach. The methodology ranked 1st on lesion segmentation in the 2017 LiTS
Leaderboard [15].

On the other hand, resolution imaging was persuaded by Ledig et al. [16] who
introduced the first GAN-based SR framework. Many of the commonly used SR
techniques are non-machine learning-based methods. Sood et al. [18] proposed
the implementation of SRGAN to produce SR versions of low resolution (LR)-
MRI, considering that perceptual quality and edge fidelity are more important
to a radiologist. Additionally, Tan et al. [19] combined the SRGAN architecture
with meta-learning called Meta-SRGAN on the multimodal brain tumor segmen-
tation and demonstrated a more efficient network of generating SR brain MRI
images. Combining the segmentation approach with image resolution is impor-
tant since well-segmented images with defined structures for visual inspection
can help clinicians and radiologists.
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3 Medical Image Analysis

Medical image analysis provides visual information about the human body. X-
ray, CT, MRI, positron emission tomography (PET), and ultrasound are various
imaging techniques utilized by radiologists and clinicians for precise diagnostic
purposes [20]. CT and MRI are the two most common modalities for pancreas
imaging [21].

3.1 Pancreas Segmentation with U-Net Network

Image segmentation is integrated with computer image processing to empha-
size specific features that require highlighting. Segmentation involves dividing
the image into interested correlated sub-regions which can be used to examine
possible areas of interest to improve medical diagnosis [10]. The essential aspect
of image segmentation involves transforming the image into an understandable
format, enabling convenient utilization and analysis [22].

Organ segmentation specifically pancreas segmentation can be divided into
two subgroups. Firstly, top-down multi-atlas registration and label fusion con-
sider prior knowledge of the shape [23]. Secondly, bottom-up and deep learning
methods show better results since CNNs avoid problems with blurred boundaries
of the pancreas [24].

Deep learning methods also can be divided into two subgroups depending
on the technique: (1) 2D CNNs and (2) 3D CNNs methods. U-Net network
corresponds to the first group since the segmentation can be done even with a
small input training dataset [25]. The U-Net network comprises two essential
components: the down-sampling section, referred to as the extraction part, and
the up-sampling component, referred to as the integration part [26]. Also, the
division in the U-Net network can be understood as an encoder-decoder relation.
On the other hand, in the second group, a 3D variant of the U-Net, known as
the 3D U-Net, is employed.

3.2 CT Image Resolution Using SRGAN

Some deep neural networks such as GANs are used to obtain better image quality
by removing noise [10]. This fact has captured the attention of medical experts
since its applications in the biomedical field. Since the pancreas is attached to
organs and occupies less than 2% of the entire CT volume, GANs-based methods
have demonstrated significant improvement [27].

GANs are a class of AI algorithms used in unsupervised machine learning
that consists of two competing networks, a discriminator and a generator [28].
The generator produces samples resembling the corresponding ground truths,
while the discriminator endeavors to distinguish between the synthetic volumes
and the original images, regardless of their degree of similarity [28].

High-resolution (HR) medical images can be obtained from LR medical
images using SR methods [29]. Enhancing HR images from LR images is referred
to as SR. This process aims to recover fine details and improve image quality
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[30]. GANs combined with SR belong to a new classification named SRGANs
where the generator is based on ResNet architecture that extracts features from
LR images [29]. The initial segment of the network comprises multiple residual
blocks, with each block containing two convolution layers of size 3 × 3. Subse-
quently, a batch normalization (BN) layer is applied, followed by an activation
function using the rectified linear unit (ReLu) function [16]. In the final part,
two subpixel network modules are added to improve image resolution [16].

The discriminator follows the structure of the VGG-19 network, featuring
eight convolutional layers [31]. The leaky rectified linear unit (LeakyReLu) func-
tion is applied as the activation function in the hidden layers [31]. Subsequently,
the likelihood of whether the predicted image originates from the real HR image
or the generated HR image is determined using a fully connected layer combined
with a sigmoid activation function [31].

Some articles on applying GANs in medical imaging highlighted various
GANs techniques. However, only a small group focused on the segmentation
task due to its complexity. The structure of the remaining article was organized
as follows. Firstly, an introduction to the dataset and image augmentation. Sec-
ondly, the description and configuration of U-Net and SRGAN methods used in
the investigation. Then, the main results. Finally, a discussion considering the
most relevant advances in the pancreas and pancreatic tumor segmentation, and
a conclusion that summarizes the outstanding findings.

4 Methodology

4.1 Image Dataset

In this study, pancreatic CT scans from Medical Segmentation Decathlon (MSD)
were used [32]. The dataset corresponds to 420 CT scans with the resolution of
512 × 512 pixels of portal-venous phase patients with pancreatic tumors labeled
with background, pancreas, and tumor structures (Fig. 1). The original dataset
is divided into 281 training and 139 testing sets.

Fig. 1. Example of CT scan slice showing the pancreas in red and the tumor in yellow
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This dataset includes three types of pancreatic tumors: intraductal mucinous
neoplasms, pancreatic neuroendocrine tumors, and PDAC [23]. Each scan has
a size of n × w × h where n is the total number of slices, w is the horizontal
dimension, and h is the vertical dimension.

Data division was performed based on the number of CT images used con-
sidering the execution time. Since U-Net perfectly works with a small dataset,
as an example, for a subset of 40 CT images from the original training dataset,
2884 and 721 samples were considered for training and testing sets, respectively.
The validation dataset was considered from the originally provided dataset of
139 CT images. Additionally, the preprocessed data was stored as 2D files to
reduce the computational cost since reading a single slice is much faster than
loading the complete NIfTI file. Finally, the images were normalized since CT
images have a fixed range from −100 to 3071.

Data Augmentation Class imbalance is a problem in semantic segmentation
that can be solved using data augmentation. Some approaches such as resizing,
rotation, and reflection are used in image data augmented setup to improve
model prediction accuracy and reduce overfitting [33]. These methods are well-
known as conventional augmentation methods. Although the original training
set of 281 images was reduced for the training stage, during segmentation, the
missing 241 images were added. Together with the data augmentation step, this
creates a sufficiently reliable and diverse database.

4.2 Problem Definition

High-Resolution Images Since the generator of SRGANs gives pseudo-HR
images depending on the training set, the discriminator of SRGANs tries to
identify the error between the image created by the generator and the real ones
[30]. This process can be summarized in the following equation:

min
G

max
D

V (D,G) = Ex∼p(data)(x)[log D(x)] + Ez∼pz(z)[log(1 − D(G(z)))], (1)

where E represents the expectation, G is the generator, D is the discriminator, x
is the real sample, z is the sample of random noise, p(data)(x) is the distribution
of the real sample, pz(z) is the distribution of the noise, D(x) is the output of
the discriminator given x, and D(G(z)) is the output of the discriminator given
a sample provided by the generator.

The loss function in (1) was defined considering the analysis developed by
Liu et al. [30]. The construction considers:

1. The loss function Lx is called the minimum absolute deviation:

Lx =
1

r2WH

rW∑

x=1

rH∑

y=1

(IHR
x,y − GθG

(ILR)2x,y). (2)
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Commonly, the mean square error (MSE) loss function is used in the construc-
tion of the SRGAN network to optimize the squared difference between each
pixel of HR and LR images [34]. However, the weight of the MSE loss function
to outliers is large. During the SR reconstruction process, even a small amount
of noise in the image can significantly affect the reconstruction outcome. This
is because many algorithms tend to amplify the noise during SR reconstruc-
tion [30]. Therefore, a regular term is needed in the optimization model.

2. Tvloss Ltv is a regular term used in Eq. (5) which solves the difference
between adjacent pixels in the image and is defined as follows:

Ltv =
∫

D

√
u2

x + u2
ydxdy. (3)

3. The adversarial loss component L SR
Gen is determined by how the discriminator

assesses the output generated by the generator.

L SR
Gen =

N∑

n=1

− log DθD
(GθD

(ILR)). (4)

The overall loss function of SRGAN using Eqs. (2), (3), and (4), can be denoted
as:

L SR = Lx + 2 ∗ 10−9Ltv + 10−3L SR
Gen. (5)

Pancreas Segmentation The pancreas segmentation problem is defined as
follows:

Let,
X ∈ Rn×w×h (6)

which is an arbitrary 3D scan data of a patient.
The segmentation model leads to a binary classification where F (X) ∈

Rn×w×h. The total pancreatic volume with its boundary will be denoted as
Ω then,

F (X) =

{
1, if X ∈ Ω,

0, if X /∈ Ω.
(7)

When the value in Eq. (7) corresponds to 1 the voxel belongs to Ω otherwise
belongs to the background.

F (X) corresponds to the ground truth and ̂F (x) corresponds to the outputs
of the pixel-wise segmentation maps given by the three-dimensional scan. A
mapping function φ can be constructed to minimize the difference between F (X)
and ̂F (X) or maximize the similarity.

One way to evaluate the similarity between two pixels is using the DSC. The
DSC is calculated as the ratio of the intersection of segmented pixels compared
to the sum of pixels in both segmentation and can be defined as follows:

DSC (A, B) =
2 × |A ∩ B|
|A| + |B| , (8)
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where A represents the voxels obtained from ̂F (X) while B denotes the voxels
in F (X).

The value of DSC lies between 0 (with no superposition) and 1 (with super-
position) and is easily converted into a percentage for understanding purposes.
Finally, the use of equation (8) helps to define a loss function L as follows:

L (A, B) = 1 − DSC (A, B) (9)

Additionally, recall measures the fractions of correctly predicted pixels in the
total number of pancreas as follows:

Recall (A, B) =
|A ∩ B|

|B| (10)

The equation for precision which describes the purity of the positive detec-
tions relative to the ground truth, can be defined as follows:

Precision (A, B) =
|A ∩ B|

|A| (11)

4.3 Network Architecture

Model Considering the Specifications by Ronneberger et al. [35]: The
down-sampling path comprises four 2 × 2 convolution (DoubleConv) layers with
a ReLU activation function.

The ReLU layer sets any value to zero if the pixel value is less than zero.
This layer is crucial because convolutional and BN layers frequently operate with
non-uniform activation functions such as ReLU [33]. The ReLU function g(x)
can be defined as follows:

g(x) =

{
x, if x ≥ 0,

0, if x < 0.
(12)

The DoubleConv is typically a combination of two convolutional (Conv2d)
layers followed by activation functions, which help extract complex features from
the input. In the Conv2d layer sliding convolution filters are applied to the input
image. They convolve the received input by moving the filters both vertically and
horizontally, while also computing the dot product of the weights and input [33].
Finally, a bias term is added.

A max-pooling layer with a stride of 2 was used to reduce the spatial dimen-
sion before every DoubleConv. Max-pooling layers do not learn directly, but they
assist in reducing the number of features passed to subsequent connected layers
and help minimize overfitting by reducing the number of parameters or weights
[33]. The max-pooling technique identifies the biggest element in each pooling
region [36]. The equation can be represented as follows:

fmax(x) = max(xixj). (13)
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The m-th max-pooled band is composed of J-related filters,

pm = [p1,m, . . . , pj,m, . . . , pJ,m] ∈ RJ : (14)

pj,m = max(hj , (m − 1)N + r). (15)

where N ranges from 1 to R, representing a pooling shift that permits overlap
between pooling regions when N < R [36].

The fourth layer is the intermediate layer connecting the encoder and the
decoder.

Up-sampling refers to increasing a feature map’s spatial dimensions (w
and h). In this case, the up-sampling path comprises three convolution layers
(UpSampling2d). The UpSampling2d layer is a simple layer with no weights to
double the dimensions of the input feature map [37]. A concatenation layer was
added for skip connections followed by DoubleConv layers with ReLU activation
function. Finally, the last layer produces the final segmentation map consisting
of a Conv2d layer with a ReLU activation function [35]. The architecture has
7.8 M parameters in total and the structure is summarized in Fig. 2.

Fig. 2. Original structure of the U-Net model
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Proposed Model Using Transposed Convolutional Layers: The class
DoubleConv was actualized to be followed by a BN layer and ReLU activation
function. BN was used to help the mean and variance of the parameters be the
same, causing the input values to become stable getting a faster model during
training [38].

The U-Net configuration was defined as follows: The encoder part constructs
feature maps by applying convolutional layers. It iterated through the speci-
fied feature sizes, creating a DoubleConv block for each [33]. The decoder part
reconstructed the segmented output, reversing the features’ order to construct a
series of transposed convolutional layers (ConvTrans) [33]. A ConvTrans layer is
a convolution layer that up-samples feature maps and transposes the convolution
[33]. Using this kind of layer the training time was reduced.

Considering the characteristics of the proposed problem, using Conv2d for
feature detection was better since it shrinks the input shape. At the same time,
ConvTrans performed better for feature extraction since it enlarges the input
shape helping to upsample feature maps or generate an HR output [39,40].

The bottleneck layer was implemented to reduce the feature size to the last
specified feature size ensuring that the model captured relevant information. The
final layer produced the output segmentation map. Consider the skip connections
were stored during the encoder path and used during the decoder. The structure
is summarized in Fig. 3.

Fig. 3. Proposed model for U-Net using ConvTrans layer
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Finally, the proposed U-Net model was incorporated into the SRGAN archi-
tecture, specifically within the generator component. U-Net was chosen for its
ability to generate HR images. On the other hand, the discriminator was con-
structed using the Conv2d layer, followed by a Leaky ReLU. Additionally, there
were six blocks consisting of Conv2d, BN, and Leaky ReLU, ultimately con-
nected to a final Conv2d layer. The tumor segmentation process used the SRGAN
model implemented with PyTorch Lightning. Finally, the architecture had 35.7
M parameters in total.

Figure 4 summarized the proposed methodology where data went to the data
augmentation process using traditional augmentation methods. The resulting
images were used to feed the proposed U-Net method which corresponded to the
generator of the SRGAN architecture. Finally, those images were employed to
train the discriminator getting the output to be evaluated using the metrics.

Fig. 4. The overall architecture of the proposed approach

5 Results

This study conducted a deep-learning analysis on an MSI Thin GF63 laptop
equipped with a 12th-generation Core i7-12650H processor. The GPU used in
this experiment is NVIDIA GeForce RTX. The networks were trained using the
Adam optimizer (learning rate 0.0001) to minimize Eq. 9; batch size, 8; epoch,
5. Python (ver. 3.12.1, Python Software Foundation, USA) was used during the
study. We conducted various sets of experiments to verify the availability of
the proposed U-Net methodology. Then, we compared the model that combined
SRGAN and U-Net with state-of-the-art pancreas segmentation methods.

Due to the specific characteristics of U-Net for segmentation tasks, various
experiments were conducted starting from the basic model. Table 2 presents the
evaluation results of the two segmentation models (U-Net configuration consid-
ering Ronneberger et al. [35] and the proposed architecture in Fig. 3).
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Table 2. Evaluation metric for three pancreas segmentation models varying CT image
number. Results are indicated as mean ± standard deviation.

Method DSC Training time

U-Net model from [35] using 20 images 0.218874± 0.023 342min
U-Net model from [35] using 40 images 0.589278± 0.016 798min
U-Net model from [35] using 80 images 0.842328± 0.045 1523min
Proposed U-Net model using 40 images 0.921± 0.012 304min

Table 3. Compared our proposed model with state-of-the-art methods for pancreas
segmentation.

Method DSC Recall Precision

Attention U-Net and TAU-Net (hybrid
model) are used for segmenting the pancreas
and the tumor from CT images with
auto-localization [23].

0.727 0.709 ± 0.21 0.701 ± 0.1

Pancreatic Segmentation via Ringed
Residual Dense U-Net [41].

0.8832 ± 0.0284 Not available Not available

The MAD-U-Net uses dense residual blocks
and weighted binary cross-entropy to reduce
the effects of intraclass inconsistency in
pancreas segmentation [42].

0.8610 ± 0.0352 Not available Not available

Application of a pyramid pooling U-Net
model with integrated attention mechanism
and inception mode in pancreatic tumor
segmentation [43].

0.8790 ± 0.0419 0.9033 ± 0.1087 Not available

Pancreas segmentation with probabilistic
map guided bi-directional recurrent U-Net
(PBR-UNet) [37].

0.85 ± 0.04 Not available Not available

Automated pancreas segmentation and
volumetry using deep neural network on
computed tomography [12].

0.842 0.842 0.869

Improved version of the U-Net-based
backbone network, AX-U-Net [45].

0.877 ± 0.038 0.909 ± 0.022 0.920 ± 0.061

Organ segmentation using two-dimensional
U-Net [46]

0.57 ± 0.19 Not available Not available

Organ segmentation using three-dimensional
U-Net [46]

0.59 ± 0.15 Not available Not available

SRGAN combined with proposed

U-Net model

0.5354 ± 0.0002 0.6351 ± 0.0159 0.6422 ± 0.0056

We explored different image quantities since U-Net is known for its ability
to work effectively with small amounts of data without compromising model
performance. We observed that under controlled and equal conditions during
training, the number of images truly enhanced the DSC. However, training time
increased as well. On the other hand, the modifications made to the original
model allowed us to achieve a better DSC value without compromising execution
time. If we considered the factor of the number of images, in this case, 40, it
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was evident that the modified model outperforms the original by 34%, while
also reducing the execution time by half depicted in Table 2. This performance
improvement can be attributed to the fact that the ConvTrans layer can also be
understood as the gradient of the DoubleConv layer with respect to the input
[33].

To evaluate the segmentation performance of the model developed in this arti-
cle on the pancreas segmentation task, Table 3 summarized outstanding results
in the state-of-the-art pancreas segmentation methods followed by the results of
the proposed methodology. The DSC of 0.5354 indicated that the model per-
forms moderately well in accurately segmenting areas of interest. The very nar-
row interval ±0.0002 suggested that the model is consistently reliable in this
metric across different samples. A value of 0.6351 for recall indicated that the
model is quite good at identifying relevant areas. The narrow interval ±0.0159
suggested low variability, indicating relatively stable recall performance. Finally,
a value of 0.6422 for precision indicated that the model predicted a moderate
amount of incorrect areas. The narrow interval ±0.0056 suggested that precision
is quite consistent across the samples.

The studies in Table 3 were designed to improve the deep learning model of
automatic pancreas segmentation. They focused on three main aspects: (i) a com-
parison between two-dimensional and three-dimensional models; (ii) improve-
ment of the network architecture; and (iii) enhanced image resolution.

Fig. 5. Example of original and improved CT scan slice

Although the proposed model exhibits a lower value than the other stud-
ied methods depicted in Table 3, it is essential to consider that the training
time varies significantly because the number of epochs is lower in our proposed
methodology with a batch size of 8 and 60 epochs. This factor influenced the
results since some authors consider a minimum training setting of over 500
epochs for deep learning NNs [12]. Figure 5 corresponded to the output from
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the SRGAN combined with subtle changes in the U-Net structure. Despite the
reduced number of epochs used in the experimentation, the results are favorable
for enhancing the boundary definition of the anatomical structure, making it
easier to identify.

6 Discussion

Deep learning methods have emerged as a promising approach, consistently out-
performing conventional techniques in medical segmentation. NNs-based meth-
ods excel at identifying intricate patterns and features within datasets, enabling
the capture of complex anatomical structures [10]. This study presented an
automated deep-learning method for pancreatic and tumor segmentation using
abdominal CT images from MSD.

In many biomedical applications, there is no need to use large image datasets
for training a network [47]. Considering this, we only used a subset of 40 images.
This decision was influenced by the fact that each image already contains repet-
itive structures with corresponding variations, given the complexity of pancreas
anatomy. Additionally, the data augmentation process allows training the model
with a small set of labeled data. This is useful since the open-access datasets
about pancreatic tumors are limited.

The results obtained in Table 2 confirmed that the number of trainable
parameters is directly proportional to the segmentation performance. This obser-
vation contrasted with findings by Lim et al. [12]. The experiments considered
the U-Net model from Ronneberger et al. [35], used 7.8 M of parameters, while
proposed changes used 31 M of parameters. Additionally, the ConvTrans layer
played a vital role in time minimization in the training network. This character-
istic was confirmed in the experimentation conducted by Paithane and Kakarwal
[33] where the execution time was significantly reduced.

BN helped to reduce training time in numerous experiments. In our proposed
model, using BN boosted the training time, helping metrics in U-net experimen-
tation. On the other hand, Liu et al. [30] analyzed an SR algorithm based on
an attention mechanism and the SRGANs network. The authors deleted the
original BN layer to improve network performance. However, this change in our
proposal can affect the performance of U-Net. Figure 5 showed the input and the
output of the SRGAN process which can be improved, augmenting the number
of epochs in the training process.

Understanding the intricacies of pancreatic cancer for accurate diagnosis and
effective treatment, the results obtained in the current article are promising
considering that U-Net showed better results in other types of cancer than pan-
creatic cancer. Zettler et al. [46] conducted experiments using 2D U-Net and 3D
U-Net on organs such as the liver, right kidney, left kidney, spleen, and pancreas.
While the 2D U-Net configuration yielded better results for all organs except the
pancreas, the experiments with the 3D U-Net configuration were unfavorable for
the pancreas, resulting in a DSC of 0.59± 0.15. These results were attributed to
the limited availability of axial training slices for the pancreas, as its elongation
is not prominent along the z-axis [46].
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7 Conclusion

The article focused on the mathematics involved in parameter selection for seg-
mentation using neural networks, such as U-Net. The results were promising,
particularly given the advantage of using relatively small datasets, which is a
common challenge in biomedical analysis. On the other hand, neural networks
like SRGANs have been studied for various computer vision problems. How-
ever, their complexity and significant computational requirements make them
increasingly less accessible.

Despite achieving favorable results for the proposed U-Net model, it is pos-
sible that incorporating changes such as dropout layers would have led to even
better outcomes by preventing overfitting. However, since favorable results were
obtained, the experimentation concluded. Techniques like hyperparameter tun-
ing could address uncertainties in parameter selection. Therefore, this article
focused on the mathematical implementation, utilizing enhancements such as
the gradient of the ConvTrans layer.

Since the images captured by the generator, which comes from the proposed
U-Net structure, must correspond to HR images, it ensures better results for
both the discriminator and the entire SRGAN. Using a generator pre-trained
on an HR image database could yield more favorable outcomes. However, the
limited availability of open data poses challenges during the experimentation
process.

Our study has certain limitations that can be addressed in future research.
First, increasing the training time could lead to better resolution when using the
SRGAN methodology. Second, since the U-Net architecture showed promising
results, it should be tested in combination with another neural network structure
to further improve image resolution. Third, additional configurations, such as
the dropout technique or the exponential linear unit (ELU) activation function,
should be explored to enhance the effectiveness of the U-Net network. Finally,
some authors cited in the bibliography argued that traditional data augmenta-
tion methods should be thoroughly studied to identify the optimal combination,
as they can significantly impact model performance. We also recommend explor-
ing mixup and patching techniques, as they could yield better results.
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Abstract. In January 2022, Ecuador experienced a peak in COVID-19
cases, with 890,541 confirmed cases and 35,658 deaths. During 2019-2020,
influenza and pneumonia also ranked among the top causes of death.
Traditional chest X-rays and chest CT scans are commonly used for
diagnosing COVID-19, but studies by Wong et al. indicate that chest X-
rays are less sensitive compared to CT scans unless artificial intelligence
is utilized. Tahir et al. highlighted that AI models such as U-net and
neural networks achieve high diagnostic accuracy, with U-Net++ and
ResNet18 models showing sensitivities above 99% and perfect specificity
using a large dataset of 33,920 chest X-ray images. The rapid detection
of symptoms could have helped in prioritizing critical care, potentially
reducing deaths. In the current study, it is demonstrated that combin-
ing AI with chest X-rays can achieve a binary accuracy above 98% for
COVID-19 detection using transfer learning with Xception, VGG16, and
VGG19 neural networks. Using 27,052 chest X-ray images, the VGG19
model achieved an excellent F1-score of 98.53% for COVID-19 and nor-
mal class classification. The VGG19 model also performed well in mul-
ticlass classification with an F1-score above 89%. The study concludes
that AI-enhanced diagnostic tools, such as VGG19, are valuable for hos-
pitals in diagnosing COVID-19 and future improvements might include
larger datasets and enhanced segmentation techniques.
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1 Introduction

Ecuador presented a peak of COVID-19 cases in January 2022, with 890,541
confirmed cases and 35,658 deaths [18]. Also, influenza and pneumonia, not
related to COVID-19, were among the top 5 causes of death in Ecuador during
2019, according to INEC Ecuador government statistics [12]. As consequence,
we had lack of tools and resources in Ecuador and all over the world. Then, the
need for a tool to predict whether or not a patient had COVID-19 appeared.
Neural networks have proven to be very effective at learning complex image
patterns. So, chest X-ray images that have complicated structures were used in
this work. Our objective is to create and test state-of-the-art neural networks
that have been used in the prediction of COVID-19 using chest X-rays and try
to replicate and possibly improve the results that have been reported so far.
Also, the models will be tested with different classes, and the results will be
reported to conclude which model is better. The trained models could be used
by Information Technology (IT) developers to create mobile apps and websites
that can aid in the diagnosis of COVID-19.

1.1 Artificial Intelligence

Artificial intelligence (AI) is the most exciting and talked-about technology of
the past ten years. According to John McCarthy, it is the process of making
intelligent machines, especially by creating intelligent computer programs that
mimic human intelligence [17]. AI is currently used in many industries, including
business, healthcare, education, the military, and manufacturing [24].

In medical diagnosis, AI is being widely used. As reported in [23], searchers
have used machine learning techniques to detect early Alzheimer’s disease using
MRI images and data. Surgical robots can be trained using AI to achieve pre-
cise control of medical equipment [23]. In breast cancer screening, AI can detect
and classify breast lesions [7]. Using chest tomography scans, machine learning
algorithms can predict the probability of developing lung cancer [4]. Real-time
detection in combination with deep learning (DL) was used in the diagnosis of
basal cell carcinoma [25]. Machine learning and DL are used in the detection
of tuberculosis using chest X-ray images [10]. Also, DL is used to detect lung
cancer, pneumonia, lung opacity, and COVID-19 [2]. Convolutional neural net-
works (CNNs), transfer learning, generative adversarial networks, recurrent neu-
ral networks, and attention mechanisms are techniques used in machine learning
to detect patterns from images and extract information from data [16]. Con-
volutional neural networks are widely used in image processing and, recently,
transfer learning which will be expanded further.

1.2 High Precision Models Using Chest X-rays

Neural networks are being used to accurately predict patterns in new images.
Now, I will mention some of these frameworks that have had good results. For
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example, the Bayesian deep neural network has an accuracy of 92.9% using chest
X-ray images [9].

The DarkNet neural network was also used [19], obtaining an accuracy
of 98.08% for binary classification (COVID vs. No-Findings) and 87.02% for
multi-class (COVID vs. No-Findings vs. Pneumonia). They used 224 COVID-19
images, 700 for bacterial pneumonia, and 504 for normal patients. They used
balancing methods to select only 500 images from bacterial pneumonia and 500
from normal. They also mentioned that the number of images that they used for
COVID-19 was low due to the lack of positive cases at the time they conducted
the study.
According to the study by [3], the authors used transfer learning models and
obtained these results for accuracy in Table 1. We can observe that VGG-19
performed better than the other models for both binary and other classes.

Table 1. Several transfer learning model accuracies are reported. The binary classifica-
tion used the COVID and Normal classes. The three-class classification used COVID,
Normal, and Pneumonia

Model Binary classification [%] Three classes [%]

VGG-19 98.75 93.48

MobileNet 97.40 92.85

Inception 86.13 92.85

Xception 85.57 92.85

Inception ResNet v2 84.38 92.85

Sitaula et al. [21], used the VGG-16 transfer learning model with chest X-ray
images. They used three datasets containing an average of 300 images for each
class. The first dataset has 3 classes, the second has 4 classes, and the third has
5 classes. Classification accuracy values for datasets 1, 2, and 3 are reported in
Table 2.

Table 2. VGG16 and VGG19 transfer learning model accuracies.

Model Three classes [%] Four classes [%] Five classes [%]

VGG-16 79.58 85.43 87.49

VGG-19 74.84 82.83 85.00

Sitaula and its collaborators found that VGG-16 performed slightly better
than VGG-19. It is important to mention that they used an internal testing
dataset extracted from the training dataset. The correct method would be using
an external testing dataset [13], which simulates better a real-life application
with completely new images. This external dataset will ensure a more robust
evaluation of the model and its ability to perform on unseen data.
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2 Methods

The model was created using Jupyter Notebooks on the Google Colab and Kaggle
platforms. Keras, tensorflow, pandas, numpy, sklearn, matplotlib, PIL, among
other libraries were used. The dataset was selected taking into consideration the
number of images and the resolution. The dataset was first checked for images
that were not part of the Chest-Xray category and other unnecessary archives.
Subsequently, the database was compressed and uploaded to a shared Google
Drive folder. Then, the dataset was downloaded in each session of compiling by
using the gdown library. So, the downloading only took 6 s per session using
an average of 208 MB/s of download speed. Then the dataset was unzipped in
the Colab and Kaggle platforms. Finally, the dataset was balanced to obtain the
same amount of images for each class. The final size of the dataset is shown fur-
ther. To train the model we stored the images of the dataset using Keras library.
Then, we used grayscale images since color images did not show model accuracy
improvement. Image augmentation, autotune, and randomizing were applied. A
seed = 123 was selected to ensure reproducibility so that the randomization pro-
cess would be done in a deterministic manner. In Fig. 1, we observe a summary
of the work.

Search datasets

Preprocess dataset

Upload proccessed
data

Select a 
Neural network

Building a 
new neural network

Transfer

Save trained
model

Test modelHighest 
accuracy?

 yes

Create a new
model no

Train on dataset

Fig. 1. Abstract of the process used to build and test the neural networks.

The public “Covid-19 radiography database” [5] was used in this experiment.
The models used in this work were tested on binary and multiclass datasets that
we created from the Covid-19 radiography database dataset. During the valida-
tion process, we used binary and categorical accuracy. Also, binary and categor-
ical cross-entropy were used during the model compiling. The Adam optimizer
was used. Heat maps and Grad-Cam were used to visualize the neural net-
work activations. Receiver Operating Characteristic (ROC) was used to visually
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determine the model performance. ROC is commonly used in binary classifica-
tion using different threshold values to plot the data. In simpler terms, it’s a
way to visualize the performance of a binary classification model across different
threshold settings. Threshold values determine the boundary in the prediction
of classes.

2.1 Covid-19 Radiography Database

Kaggle provided the Covid-19 radiography database free dataset. The dataset
contains a total of 27.052 images divided into 4 classes. The balancing of the
dataset was used to improve the accuracy of the results. Also, data augmentation
was applied to increase the number of images. Then, the dataset was divided
into training, validation, and testing. A 70% was used for training, 15% for
validations, and 15% for testing. Also, prefetching and shuffling were used to
ensure the reproducibility of this work. The architecture of one of the neural
networks is presented. Finally, the platforms we used and the hardware are
shown. Table 3 contains the characteristics of the database [5]. In Fig. 2, a
sample from the “COVID” class was extracted.

Table 3. Dataset characteristics. The number 3 in shape indicates that we have an
RGB format for the initial images.

Characteristic Value

Total of images 27,052

Normal class images 12,157

COVID class images 3815

Viral pneumonia images 5068

Lung opacity images 3815

Format .jpg

Images initial size 400× 400

Shape (400,400,3)

Fig. 2. Chest X-ray of a patient diagnosed positive for COVID-19 infection.
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2.2 Balancing and Augmentation Techniques

The dataset was balanced to improve testing accuracy. The Python code counted
the number of images in each folder class. Then the minimum number was 3815
images for the “COVID” folder. Next, the minimum number was used to ran-
domly select samples from all the other classes. The process was done until
all the classes had the same number of images as the minimal number. Then
a new balanced dataset was created with a total of 15,260 images. Next, the
balanced dataset was divided into training, validation, and testing. A 70% was
used for training, 15% for validations, and 15% for testing. The percentages
can be adjusted in the code as needed. Then, the images were loaded using
Keras libraries. The dataset load parameters were: height = 280, width = 280,
batchsize = 32, and seed = 123 “to ensure reproducibility when the batch size
is randomized”. Color images were used in all the experiments due to the lack
of significant changes when using grayscale samples.

In Fig. 3, augmentation technique is used using the Keras package with
random − flip = “horizontal′′ and random − rotation = 0.1. Then the mod-
els were constructed using the next structure of classes: COVID and Nor-
mal for binary classification, “COVID” “Normal” and “Viral Pneumonia”, and
“COVID” “Normal” “Viral Pneumonia” and “Lung Opacity”.

Fig. 3. Augmentation technique used on the dataset.

2.3 Software and Hardware Used in Our Experiment

Python code can be written and run in a collaborative and interactive environ-
ment with Google Colab, a free cloud-based platform. The capabilities of the
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application, which are based on Jupyter Notebooks, include free GPU access
for resource-intensive projects, real-time collaborative editing, easy sharing via
Google Drive integration, pre-installed libraries for machine learning and data
analysis, and support for exporting notebooks in multiple formats. Because of its
convenience and accessibility, Colab is widely used in data science and machine
learning applications. During the experiments, we used Google Colab, which
used the Python 3 version. We also used the 2.14.0 “Tensorflow” version on the
Jupiter Notebooks. We also used the Kaggle plattaform.

Google Cloud Platform (GCP) and Kaggle offer access to strong GPUs, such
as T4 GPUs. Based on the NVIDIA Turing architecture, the T4 GPU is a good
choice for workloads that require GPU acceleration, such as machine learning.
In the free version, the one we used for this research, GCP offers 1 GPU with 16
GB of RAM of the type GDDR6. Kaggle offered up to 30 GB of RAM, doubling
the GPU RAM size of Colab. Both the Colab and Kaggle platforms were used
to run our code. The code we created for this work can be publicly accessed on
Kaggle [14].

3 Experimental Results

Neural networks have proven to be very effective at learning complex image
patterns. Our objective is to create and test state-of-the-art neural networks
that have been used in the prediction of COVID-19 using chest X-rays and try
to replicate and possibly improve the results that have been reported so far. Also,
the models will be tested with different classes, and the results will be reported
to conclude which is better. The trained models could be used by Information
Technology (IT) developers to create mobile apps and websites that can aid in
the diagnosis of COVID-19.

The dataset has been processed using balance, augmentation, shuffling, and
prefetching techniques described in the methods section. Several neural networks
were tested on the datasets using the transfer learning technique. The Google
Colab platform was used to run the Python3 code in the form of Jupyter note-
books. The results are explained and discussed in the next sections. The dataset
mentioned in Sect. 2.1 was used in this experiment, and we divided it into 3
datasets to test the performance using different class predictions. In Table 4, we
have the structure of the dataset used for the 4 classes.

Table 4. Four-class classification arrangement of dataset.

Class COVID-19 Normal Viral pneumonia Lung-opacity Total

Train 2670 2670 2670 2670 10,680

Validation 572 572 572 572 2288

Test 573 573 573 573 2292

Total 3815 3815 3815 3815 15,260
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Fig. 4. Samples from the balanced dataset showing all the classes used in the experi-
ment.

In Fig. 4, we can appreciate images from all the 4 classes that were used in
this work. The images were resized to reduce GPU ram and training compiling
time.

3.1 Transfer Learning Models Architectures

All the transfer learning models have the same general structure: input, sequen-
tial, rescaling, functional, pooling, dropout, and dense layers. The functional
layer is where the transfer learning model is located. In all the experiments, the
dense layer was set to “Trainable,” and the functional layer was frozen during
the first process of training. The number of parameters is the same for the freez-
ing and the fine-tuning training. Only the functional and dense layers account
for parameters. The details of these layers are reported in Table 5.

Table 5. Transfer learning training parameters. The non-trainable parameters corre-
spond to the functional layer during the freezing process. The functional layer contains
the model obtained from the Keras module.

Model architecture Trainable Non-trainable Total

Xception 2049 20,861,480 20,863,529

VGG16 513 14,714,688 14,715,201

VGG19 513 20,024,384 20,024,897
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In Fig. 5, we observe the plots produced by the VGG19 model using 4 classes.
The freezing training took 32 min and 34 s to compile using T4 GPU over 20
epochs. The fine-tuning stage took 46 min and 16 s to compile over 10 epochs.

3.2 VGG19 Binary Classification Performance

The values to plot the confusion matrix were calculated using the test dataset
Fig. 6.

A summary Table 6 is presented to select the best model to be tested on 3
class and 4 class stages. The VGG19 model has the highest accuracy, sensitivity,
specificity, precision, and F1 Score. For the sensitivity, it means that the model
is better than the others in predicting patients with COVID-19 and has a min-
imal amount of mispredicted false negatives. Also, for specificity, it means that
VGG19 is excellent in predicting patients that do not have the disease and there
is a small amount of false positives. In general, for COVID-19 a test that does
not miss the true positives would be chosen to avoid the spread of the disease.
The F1 Score takes into account both sensitivity and specificity. VGG19 has an
F1 Score of 98.53% so it is the best model to be tested in the 3 classes and 4
classes classification.

Xception (a), VGG16 (b), and VGG19 (c) models are shown in Fig. 7.
We observe that the AUC are very similar, indicating excellent discrimination,
meaning the model excellently distinguishes between the positive and negative
COVID-19 classes. We used 45 threshold values for all three graphs: min value:
-15.115046 and max value: 13.334197 with an average step: 0.6322. The best-
balanced threshold indicates the point where the model will effectively classify
the cases. We used Youden’s J statistic to determine the best-balanced threshold.
The VGG16 has the best graph which might indicate a slightly better perfor-
mance than the other models. However, using only AUC to determine the best
model is not recommended. In our particular experiment, detecting patients posi-
tive for COVID-19 is the priority. So, the model that has the highest sensitivity is
VGG19. Then we chose VGG19 as the best model to be trained with more classes.

In Fig. 8, the confusion matrix is shown using the 4 classes of the dataset.
We observe a lower F1 Score compare to the binary classification.

3.3 Grad-CAM on Our VGG19 Model

In Fig. 9, we observe the Grad-Cam that was obtained using the layer last
convolutional layer of our trained VGG19 model named block5conv4. We can
appreciate the zones that our model is capturing to predict the class of the image.
The red-colored regions are considered highly relevant. Regions highlighted in
yellow may still be relevant but to a lesser extent compared to the red regions.
Based on the color interpretations, we observe that the left lung has a lot of
regions that are considered important. Also, the heart shape is considered as
seen in the yellow highlights. These results confirm the annotations mentioned
in the state of the art about the reticular interstitial patterns and the appearance
of white areas in the lungs called opacities which are areas filled with fluid.



48 B. Juárez-Gonzalez et al.

Fig. 5. Convergence plots for the VGG19 model using the classes: Normal, Covid, Viral
Pneumonia, and Lung Opacity. (A) Training loss during freezing: Both curves
converge smoothly because they never overlap each other. (B) Training freezing
accuracy : The curves present some peaks and again they never overlap, this might
indicate that we are going to have more miss-classified images compared to the binary
and the 3-class classification. (C) Loss during fine-tuning: In this stage we have
more loss compared to the 3-class and the binary, the curves converge with almost no
peaks. (D) Fine-tuning accuracy: Finally, the accuracy is above 90% during this
stage, which indicates a good performance.
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Fig. 5. (continued)

In Fig. 10, we observe peripheral bilateral opacities highlighted in red which
are very common in COVID-19 patients. So, our trained model is performing
excellent in recognizing the patterns of this disease.

4 Discussion of Results

In Table 7, we have summarized the values for accuracy and weighted average
F1 score of the VGG19 on the 3 and 4 classes. We observe that adding more
classes reduces the model F1 score. The reason might be the similarity in patterns
between classes. Overall, the model performed very well on the four-class dataset.
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Fig. 6. VGG19 has excellent predictive capability and is slightly better than Xception
and VGG16. True Positives: 568, True Negatives: 561, False Positives: 5. False Nega-
tives: 12. Accuracy: 98.52%. Miss-Classification: 1.48%. Sensitivity: 97.93%. Specificity:
99.12%. Precision: 99.13%. F1 Score: 98.53%.

Table 6. Metrics summary for the binary classification using the transfer learning
models and COVID and Normal classes.

Model Accuracy [%] Sensitivity [%] Specificity [%] Precision [%] F1 score [%]

Xception 95.46 93.34 97.8 97.91 95.57

VGG16 95.72 96.29 95.17 95.11 95.7

VGG19 98.52 97.93 99.12 99.13 98.53

The bold numbers mean the best results

The weighted average F1 score of 89.04% indicates that this model might be used
in real applications with very low errors in predicting the image class. The model
might be trained on the biggest Kaggle dataset to see if the F1 score improves.
Finally, the VGG19 model on the 3 and 4 classes is excellent at predicting the
COVID class because the false positive numbers are very low compared to the
other classes. We have obtained better results than the work of Sitaula et al.
[21] on their VGG19 testing. The reasons might be the use of more images in
our work and more pre-processing techniques on the datasets.

According to the study by [15] they tested modified transfer learning models.
They used a data set consisting of 125 COVID-19, 500 atypical pneumonia, and
500 healthy X-ray images. Their data set is very small compared with ours. Let
us review the results they obtained in Table 8.

If we compare the VGG19 results of both Tables 6 and 8, our VGG19 transfer
learning model performs slightly better with a bigger dataset and 30 epochs
compared to the 100 epochs they used. The other modified models they used had
very similar results, with Cascade VGGCOV19-NET obtaining the best result.

In another study [1], they used 3616 COVID-19 chest X-ray images and
10,192 healthy chest X-rays with VGG19 with 95% accuracy, which is a similar
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Fig. 7. ROC graphs of the models used during binary classification. Roc graphs allow
to determine the performance by visual inspection. The more area produced under the
curves, the better the model.

Fig. 8. VGG19 confusion matrix on Normal, Covid, Viral pneumonia, and Lung Opac-
ity classes. Accuracy: 92.63%. Miss-Classification: 7.37%. Weighted average F1 Score:
89.04%.
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Fig. 9. Chest X-ray of a patient with COVID-19. The first image is extracted randomly
from the dataset used in this work. The X-ray image was predicted positive for COVID-
19 using the trained model. Next, the Heat Map was obtained using the gradients
calculated from the predictions of the model. Then, the Grad-Cam was obtained and
overlayed.

Fig. 10. This image is another example of the Grad-Cam on a patient with COVID-19.

result to our binary accuracy. Now let us review VGG19 in three-class classifi-
cation.

The worst accuracy in Table 9 is seen in the VGG-19 simple model; the reason
might be the lack of use of transfer learning compared to the other studies. If
we compare these results with ours, we observe similar results around 92% for
the three-class classification.

Table 7. Summary of the metrics that were calculated by using the VGG19 model on
three and four-class datasets.

VGG19 Accuracy [%] Weighted F1 score [%]

3-Classes 92.44 92.32

4-Classes 92.63 89.04

In this work [22], the COVID-QU-Ex Dataset was used to test several neural
networks using U-net segmentation. The best results are shown in Table 10.

Also, comparing our work results with Table 10 mentioned before, we need
to make slight improvements in our experiment. They are using 33,920 images
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Table 8. Summary of the results on binary classification of the modified VGG19 CNN.

Model name F1 score [%] Accuracy [%]

VGGCOV19-NET 98.00 97.60

Cascade VGGCOV19-NET 99.75 99.84

VGG19 97.68 98.56

Cascade VGG19 98.49 99.04

The bold numbers mean the best results

Table 9. Review of VGG19 transfer learning (TL) models used three class datasets
with different sizes.

SourceDataset structure Method Accuracy [%]

[3] 224 COVID-19, 700 Pneumonia, 504 Normal TL-VGG-1993.48

[8] 1300 COVID-19, 1300 Pneumonia, 1300 NormalTL-VGG-1992.92

[11] 130 COVID-19, 140 Pneumonia, 400 Normal TL-VGG-1987.00

[20] 260 COVID-19, 300 Pneumonia, 300 Normal TL-VGG-1989.30

[6] 1493 COVID-19, 2780 Pneumonia, 1538 NormalVGG-19 72.52

The bold numbers mean the best results

Table 10. COVID-QU-Ex Dataset tested on state-of-the-art neural networks using
segmentation. The U-Net-DenseNet121 and FPN-ResNet18 have the highest sensitiv-
ity meaning that they can classify patients with the disease excellently. U-Net++-
ResNet18 has the perfect specificity, which means that this neural network classifies,
without error, healthy patients. Future work might include replicating this work and
trying to achieve similar results using transfer learning with segmentation. They only
used three classes, since pneumonia and lung opacity have similar patterns and they
merged both classes to get higher performance statistics.

Model Encoder F1 score [%] Accuracy [%]Sensitivity [%]Specificity [%]

U-Net DenseNet12198.81 ± 0.6298.8 ± 0.62 99.66 ± 0.33 97.94 ± 0.82

U-Net ++ResNet18 99.22 ± 0.5 99.23 ± 0.5 98.46 ± 0.71 100 ± 0

U-Net ++DenseNet12199.22 ± 0.5 99.23 ± 0.5 99.31 ± 0.48 99.14 ± 0.53

FPN ResNet18 98.56 ± 0.6898.54 ± 0.69 99.66 ± 0.33 97.43 ± 0.91

The bold numbers mean the best results

in total in comparison with our 27,052 images. Also, they use segmentation
with U-net. Future work might include implementing their large dataset with
segmentation and including more neural networks.

4.1 Work Limitations in Our Experiment

The principal limitation we encountered was the lack of computational resources.
Initially, the project was tested on a local personal computer with 8GB of RAM
and no GPU. The need to use a platform like Google Colab appeared. The
compilation of the codes was running at the limit of the crash of the 1 GPU and
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16 GB of RAM. When running the multiclass codes, Google Colab crashed due
to a lack of RAM space. Then we have to run the codes in Kaggle, which offers
a free 30 GB of RAM and two Tesla T4 GPUs. In the future, problems might
appear with the compilation of the 33,920 image dataset. So, a paid version
might be needed for this future work.

5 Conclusion

In this work, we present Xception, VGG16, and VGG19 convolutional neural
networks using the transfer learning technique. The CNNs were trained using
the public-access Kaggle dataset that contained chest X-ray images collected
before and during the pandemic. The dataset was prepared, separating no rel-
evant archives and not desired images; augmentation was used to increase the
number of images and increase the accuracy both for training and prediction;
and shuffling allowed for randomness in the training, ensuring better training
and variability. We designed the CNNs using the pre-trained models provided
by Keras following the documentation for the implementation using transfer
learning. We trained validated and tested the models using a 70-15-15 percent-
age ratio. The CNNs successfully classified the images using two, three, and four
classes. We used COVID-19, Normal, Lung-Opacity, and Pneumonia classes. The
results were reported and compared to other investigations.

The best model in our work was the VGG19. It performed better than the
VGG16 and Xception in all the datasets. Our VGG19 neural network obtained a
weighted F1 score of 98.53%, 92.32%, and 89.04% for the binary, three, and four
class classifications, respectively. We were able to learn what zones of the chest
X-ray images is capturing our model by using Grad-Cam. In the discussion of
the results we mentioned the work of Tahir et al. that obtained accuracies above
99% using more images with U-net and neural networks. Finally, we stored in
Google Drive the trained models which can be deployed to create software tools
for public and private hospitals to help diagnose COVID-19.
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Abstract. Nowadays, the diagnosis of numerous diseases is facilitated bymedical
imaging. In that context, the identification of brain lesions presented asWhiteMat-
ter Hyperintensities (WHMs) and their related diseases is essential to have a cor-
rect diagnosis.Machine- and deep learning (subfieldswithin artificial intelligence)
could support the diagnosis (especially in complex medical images) by leverag-
ing the structure and regularities within the imaging data. This project presents
a technique for the classification of WHMs concerning ischemia and demyeli-
nation through the analysis of the region of interest (ROI) features of magnetic
resonance images. To do that, we analyzed radiomic features using a combination
of principal component analysis (PCA) and support vector machine (SVM) clas-
sification. Next, we used a transfer learning fine-tuned ResNet18 model to more
thoroughly analyze and classify lesionedROIs. For that, we used patient data alone
and additional synthetic data (generated using spectral generative adversarial net-
works -SNGAN). The results show an accuracy mean value of 0.96 without data
augmentation; while we had a value of 0.54 using synthetic data, a similar value
was acquired with radiomics-informed SVM classification (0.56). These findings
constitute a starting point for future projects exploring different ways of informing
and fine-tuning artificial intelligence models to detect, classify, and segment MRI
pathologies characterized by small lesions.

Keywords: RoIs · brain lesions · radiomics · GAN · resnet18 · machine
learning · medical images

1 Introduction

Medical imaging is the primary tool for the rapid and non-invasive diagnosis of many
types of cardiovascular and respiratory diseases, cancer, and diabetes [1]. The diagnosis
of neurological pathologies, in particular, has been largely facilitated, given the particular
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constraints for access and sensitivity to damage that the human brain presents [2], in the
sense that lesions/infarctions in other body systems might lead to minor symptoms, but
when present in the brain, they often lead to significant impairment.

Two significant instances of brain dysfunction are stroke and demyelinating diseases
(e.g., multiple sclerosis). Stroke (or ischemic stroke, more specifically) is one of the lead-
ing causes of mortality and long-term disability in middle- and high-income countries
[3], characterized by an inadequate blood supply that leads to cell death [2]. Multiple
Sclerosis (MS), a chronic neurodegenerative disease, is mainly characterized by the loss
of myelin (the protective covering of nerves, including the brain and spinal cord) that
leads to progressive and diverse neurological deficits [4].

The brain lesions produced by both ischemic stroke and demyelinating appear as
white matter hyperintensities (WMHs) [5, 6] in T2-weighted, diffusion-weighted (DW),
and fluid-attenuated inversion recovery-(FLAIR) magnetic resonance imaging (MRI)
[7]. The MRI similarities between the pathologies make it difficult to differentiate
between them (and could potentially lead to misdiagnoses) without proper training [8,
9]. Hence, these lesions are generally detected by experienced radiologists.

Machine learning (ML) and deep learning (DL) are two subfields within artificial
intelligence that leverage the latent structures and relations across data samples to char-
acterize the nature of entire datasets. In that sense, artificial intelligence could aid the
diagnosis of ischemic and demyelinating diseases by learning the MRI-based specific
attributes to identify each pathology correctly (and automatically).

In this sense, this project outlines the analysis of the WMH brain lesions due to
ischemic stroke and demyelinating lesions from the radiomics view, exploring the fea-
tures of the lesions and, afterward, a deep learning methodology for the classification
using a transfer learning process.

From a radiomics view, we conducted a detailed study of the lesions by extracting
radiomic features [10], followed by multidimensional scaling (MDS) through Princi-
pal Component Analysis (PCA) [11] to identify pathology-related features to inform a
machine learning classifier.

From a deep learning view, we implemented a classification algorithm leveraging
a transfer learning process. Specifically, we used a fine-tuned ResNet18 network [12],
pre-trained on the ImageNet database [13]. Additionally, to extend our dataset and, by
so doing, to improve the predictive capabilities of our model, we used spectral normal-
ization generative adversarial networks (SNGAN) for synthetic data generation (data
augmentation) [14].

1.1 Related Work

Several studies [5, 6, 15–17] have proposed differentmethods andML/DL techniques for
the segmentation, detection, and classification of brain lesions concerning WMHs. For
instance, Mitra et al. [16], using a Random Forest (RF) classifier, reported a Dice score
(DSC) of 0.60 between stroke and MS. Ghaforian et al. [17] reported a sensitivity of
0.73 using a combination of AdaBoost and RF algorithms to detect cerebral small-vessel
disease.

The use of clustering and variance detection algorithms has shown promise for
neuroimaging disease classification. Principal component analysis, in particular, has
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been used (among other cases) to improve the detection capabilities of neural networks
[18] and as a feature selector to improve/direct classification accuracy in perceptron-
based models [19]. Such evidence tells us that leveraging high-dimensional data by
identifying their main features is a promising avenue to explore.

On the other hand, the advent of neural networks has provided enhanceddetection and
classification algorithms. Guerrero et al. [15] presented DSC values of 69.5 through the
use of CNNswith a u-shaped residual network architecture (uResNet) to differentiate the
disease-specificWMHs. Along the same line, [20] mentions that the ResNet18 network,
due to its optimization and efficiency with respect to training time, feature extraction,
and transfer learning implementation, shows broad applicability for the classification
and identification of pathologies in medical images, e.g., intracranial diagnosis [21],
skin cancer [22], breast cancer [23, 24], brain tumors [25–27], stroke [3, 28], COVID-19
detection [29].

A study [30] using ResNet18 and ResNet50 reported accuracy values of 96.6 and
98.45 to classify breast cancer when focusing on the details of ROIs. In [31], the
expansion of ROIs showed an improved classification performance of brain tumors.
For that matter, fine-tuned ResNEt18, GoogLeNet, and other neural networks were used
as feature extractors.

The amount (and diversity) of data has a central role in the training of ML and DL
algorithms in order to improve the accuracy of the models. However, medical images
tend to lack numerous observations per condition in datasets. In that sense, genera-
tive adversarial networks (GAN) [14] constitute a tool to increase data samples and
expand existing medical image datasets due to their capabilities to generate synthetical
images [32]. An example of this application is presented in [33], where a framework
called BrainGAN was proposed to generate and classify brain MRI images using GAN
architectures and DL models.

2 Materials and Methods

2.1 Data

A private Hospital in Ecuador proportionated the dataset used in this project, composed
of 220 images of the FLAIR modality of MRI [34]. The images were collected using a
1.5 T Philips Achieva medical MRI system.

Deep learning studies have shown that for medical imaging analysis, it is essential
to extract the region of interest (ROI; the specific area within an image that shows the
feature of interest) to train an accurate lesion classifier [30]. Hence, we first extracted
lesion-related ROIs from the preprocessed images.

The process for selecting ROIs is shown in Fig. 1. The number of ROIs extracted
from the 220 FLAIR images is shown in Table 1, which also presents the proportion
of the dataset destined for training (80%) and validation (20%). Additionally, synthetic
data was generated with these ROIs to increase the dataset by 4000 additional ROIs.

TheROIs for the classifierwere extracted by correlating the imageswith their lesions’
binary masks. After overlapping the images with their mask, the region is cropped
accordingly, resulting in a new image (size = 128 × 128 pixels).
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Table 1. Number of extracted and generated ROIs

Demyelination Ischemia Total

260 261 521

Training (80%) 201 215 416

Validation (20%) 59 46 115

Synthetic ROIs generated 2000 2000 4000

Fig. 1. Process of generation of ROIs for the classifier

2.2 Image Features and Principal Component Analysis

To characterize and potentially uncover any latent features present in the MRI data that
might facilitate direct pathology classification (ischemia versus demyelination), we used
the open-source package PyRadiomics [35, 36] to extract the data’s radiomic features.

As output, PyRadiomics provides around 1500 features (categorized under first-order
statistics, shape descriptors, gray level properties, etc.; for a full description, see [35])
per image that have proven to be efficient predictors in automated diagnosis by medical
imaging [35, 36] (Fig. 2 and 3).

Given the vast search space within each feature set per image, we used the sci-
kit-learn module [37] to perform PCA to reduce the feature dimensionality space and
retained the main two and three components (see Fig. 4). The rationale of this approach
being that if these pathologies can be differentiated by their radiomic features, then the
principal components (PCs) explaining most of the variance (>80%) should contain
the necessary information that allows for such discrimination. The PCA algorithm used
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single-value decomposition to project our complex high-dimensional data into lower-
dimensional spaces [38] while preserving the pairwise distances between data points
(measured as Euclidean distances) as much as possible.

Subsequently, we performed a cross-validated classification analysis. On each fold of
the cross-validation procedure, the datawas split into 75 and 25% for training and testing,
respectively, to go into a support vector machine (SVM) classifier (with a radial basis
function kernel and regularization = 1.0). Then, the aggregate classification accuracy
across folds would be deemed as the model classification accuracy.

2.3 GAN Network Architecture

The generation of synthetic data used the SNGAN network. The model utilized stan-
dard convolutional layers and LeakyReLU (with batch normalization) as the activation
function for the generator and transposed layers with spectral normalization for the
discriminator. This architecture enables the generation of images of sizes 128× 128 px.

Fig. 2. The architecture of theGenerator (a) andDiscriminator (b) of the SNGANmodel proposed
for ROIs data synthetic image generation. Figure adapted from [39]

Table 2 shows the hyperparameter used to generate the synthetic images through
different experiments.

Table 2. Hyperparameter for data generation

Size image 128 × 128 Epochs 400

Batch size 32 Optimizer Adam

Loss Binary cross entropy with logistic loss Learning rate (lr) 0.00015
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2.4 Model Training

The ResNet18 model is formed by five blocks (see Fig. 3), each containing a convo-
lution identity block, where both the convolution and identity blocks consist of three
convolutional layers connected with skip connections, enabling forward and backward
propagation. The model receives input images resized to 128 × 128 pixels, and the
network is designed for binary classification.

Fig. 3. The ResNet18 model was used to classify the ROI lesions of ischemia (ICH) and
demyelination (DM).

This approach effectively mitigates the issues of vanishing or exploding gradients
that can arise from increasing neural network depth, ultimately leading to improved
accuracy [40]. Table 3 shows the ResNet18 model hyperparameters used to train the
classification.

Table 3. Hyperparameter for data classification model using ResNet18

Image size 128 × 128 Epochs 100

Batch size 16 Optimizer Adam

Loss Binary cross entropy with logistic loss Learning rate (lr) 0.0001

All the experiments in this project were done using the Pytorch framework and were
run using the Google Colab version Pro Tesla V100-SXM2-16GB. The time per epoch
in the generation of synthetic data had an average value of 64 s, and for the Classification
model using the Resne18 model, it was 108 s per epoch. Data generation required more
raining epochs (400) than classification 100.

3 Results

3.1 Principal Component Analysis and Feature Classification

Figure 4 depicts principal two (panel a) and three (panel b) components retained after
dimensionality reduction (of a radiomics space of ~ 1500 components). The classifi-
cation of these components into pathologies (ischemia vs. demyelination) obtained an
average accuracy of 0.56, suggesting that although the main components provide quali-
tatively distinct pathology radiomic features, their quantitative differences do not allow
for completely efficient discrimination between the two brain lesions.
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Fig. 4. Visualization of themain (a) 2 and (b) 3 principal components (PC) resulting fromprincipal
component analysis (PCA).

3.2 ResNe18 Model Classification

Table 4 describes the metrics classification of the ROIs model with the data without
data augmentation. These results were acquired using the following hyperparameters:
batch size = 16, β1 = 0.1, β2 = 0.75, lr = 0.0001. Figure 5 shows the curves of the
classification metrics and the curves of loss values.

Fig. 5. Graphs of the evolution of (a) classification metrics and (b) Loss values of the model
without synthetic data during the training.

Figure 6 shows the Confusion Matrix of the validation data. Table 4 shows the
classification metrics of the ResNet18 model without data augmentation. We can see (in
Fig. 6 and Table 4) that the model is increasingly accurate in classifying the types of
lesions.

Table 4. Classification metrics of the classification model with data without data augmentation

Lesion/Metric Accuracy Precision Recall F1-score

Demyelination 94.9% 91% 88% 90%

Ischemia 97.8% 87% 91% 89%
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Fig. 6. Confusion Matrix of validation data using the ROIs classification model without the data
augmentation. Numbers represent the number of images being classified.

3.3 ResNet18 Model Classification with Synthetically Generated Data:

Through the SNGANmodel with the following hyperparameters: batch size= 16, β1 =
0.1, β2 = 0.99, lr = 0.0015, we generated synthetic images to increase the sample size
of the dataset.

The Fréchet Inception Distance (FID) and Kernel Inception Distance (KID) metrics
were used to evaluate the synthetic data generated. These metrics allow us to determine
the difference in vector representation between the synthetic and real images.

FID permits the comparison of the distributions of the original and synthetic images.
Better-quality images are indicated by lower FID scores [41]. KID shows the degree of
visual similarity between the generated and real images. A lower KID value means a
high quality of visual similarity. In general, low FID and KID values denote good results
for synthetic image generation. Details of the KID and FID equations are shown in [23,
41, 42].

However, there are no benchmark values since they depend on the context of gen-
eration, especially in medical images [43, 44] (we refer the reader to [44, 45] for
a comparison and repository of different values in experiments generating medical
images).

Through an analysis of the curves in Fig. 7, we can conclude:

• The Discriminator identifies real images, stabilizing around 80–100%.
• The accuracy of identifying fake images indicates that the generator has gradually

improved in generating more realistic images.
• The Generator Loss shows a decreasing trend with significant fluctuations, indicating

the generator’s ongoing efforts to improve.
• The Discriminator Loss stabilizes at a low value, suggesting that the discriminator

effectively distinguishes between real and fake images.
• The FID value 340 indicates an improvement in the generated images’ quality as

training progresses. However, as we can see in Fig. 7, the images are not as high-
quality as the original images.

• The KID values stabilize at a value of 0.38, which suggests the model improves in
generating realistic images.

The fluctuations in graphs are typical in GAN training due to the adversarial setup.
However, we can see a stabilization in both the discriminator accuracy and the FID/KID
scores in the latter epochs, suggesting a convergence toward better performance.



Region of Interest Features and Classification of MRI Brain Lesions 65

Fig. 7. Curves of (a) Fréchet inception distance (FID) with amean value of 342.57, and (b) Kernel
Inception Distance (KID) with a mean value of 0.401. (c) Discriminator accuracy. (d) Generator
and Discriminator Losses of the synthetic data generated over 400 epochs for model SNGAN

Fig. 8. Example of the synthetic data generated with the best SNGAN model (400 epochs).

Table 5 describes the metrics classification of the ROIs model with synthetic data.
These results were acquired using the following hyperparameters: batch size = 16,
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β1 = 0.1, β2 = 0.75, lr = 0.0001. Figure 9 shows the curves of the classification
metrics and the curves of loss values. Figure 10 shows the confusion matrix of validation
data of the ROI classification using data augmentation.

In this case, Table 5 shows that themean value of classification accuracy of themodel
is 54% for the two categories.

With these values in mind, we can see that the image generation model allows the
construction of an extended training dataset for training. However, to have a better
classification performance, it is necessary to improve the quality of these synthetic data
(see Fig. 8).

Table 5. Classification metrics of the classification model with data augmentation

Lesion/Metric Accuracy Precision Recall F1-score

Demyelination 55.9% 51% 48% 50%

Ischemia 51.1% 51% 54% 53%

Fig. 9. Graphs of Classification metrics (a) and Loss values (b) of the model using the synthetical
data generated

Fig. 10. Confusion Matrix for validation data of the ROIs classification model using the
synthetical data generated

4 Brief Discussion and Conclusions

Training a classifierwith onlyROIs allowed us to achieve a better classification of lesions
that are not well delineated, as well as small lesions. In this work, the classifier produced
a satisfactory classification result (0.96), similar to that reported in the literature by [30,
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31] for the classification of breast cancer and brain tumors, respectively. We attribute
such improvement in accuracy to the model being able to explicitly focus on learning
the features of the lesions.

Before implementing deep learning-based classification models, a detailed study of
the lesions was conducted using radiomic features, texture analysis, and PCA multidi-
mensionality scaling. Support vector classification (ischemia versus demyelination) of
these features reached an accuracy of 0.56, suggesting that the radiomic properties in our
dataset are highly similar across conditions to establish quantitative differences between
them from radiomic features alone.

One reason for the high similarity in image features across pathologies could be the
lesion size per image.With only a few pixels per image (less than 0.4 pixels and less than
one voxel in 3D series), it would not be surprising to reach a chance-level classification
accuracy. Although the performance of our SVM classifier exceeded random noise, the
reliability of the predictions needs improvement. Nevertheless, our radiomics analysis
provides an encouraging starting point for further investigating this kind of classification;
for instance, a richer dataset might provide additional statistical power and sample type
heterogeneity to promote the intended discrimination.

The deep learning-based classification experiments without data augmentation gave
an average value of accuracy of 0.96, while synthetically generated data of ROIs gave a
value of 0.54 in the classification.

One of the reasons for these low values with the synthetic data is because, as noted in
[46], the quality of generated medical images is different than natural images, and in that
sense, there are some limitations, such as the interpretability and the high computational
cost of model training [47, 48].

It is important to note that this work primarily focuses on the performance of lesion
classification and, therefore, requires before the segmentation of masks. In future work,
this step will be enhanced by integrating an algorithm like the Segment Anything Model
(SAM), enabling automatic segmentation of the region of interest (ROI). Additionally,
this approachwill allow physicians to select the ROImanually and subsequently view the
classification results. However, we expect themodels developed in this study to become a
starting point for upcoming research in the frontier of utilizingGANs inmedical imaging
and the classification (and segmentation) of small lesions.

The code and data generated in this project will be available upon reasonable request
at https://github.com/aiformedicine/mriclass.git.
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Abstract. Identifying and classifying features in Bone Marrow Aspirate
Smear (BMAS) images is essential for diagnosing various leukemias, such
as Acute Myeloid Leukemia. The complexity of microscopy image analy-
sis necessitates a computational tool to automate this process, reducing
the workload on hematologists. Our study introduces a Deep Learning-
based method designed to efficiently detect and classify cell characteris-
tics in BMAS images. Current systems struggle with cell and nucleus
segmentation due to variations in cell size, appearance, texture, and
overlapping cells, often influenced by different microscopy conditions. We
addressed these challenges by experimenting with the Munich AML Mor-
phology Dataset and a custom dataset from Hospital 12 de Octubre in
Madrid. The proposed system achieved over 90% accuracy and 92% pre-
cision in identifying and classifying leukemia cells, marking a substantial
advancement in supporting clinical specialists in their decision-making
processes when traditional analysis methods are insufficient.

Keywords: deep learning · image classification · leukemia cells · bone
marrow aspirate smear

1 Introduction

Leukemia is a severe blood disorder characterized by the uncontrolled prolifera-
tion of abnormal white blood cells, posing significant health challenges [15]. One
of the approaches to tackle this problem is through the use of medical imaging.
Advances in digital scanning and camera-integrated microscopes have revolution-
ized the way cell and tissue images are stored and preserved, which is pivotal for
ongoing research into various diseases [22]. These technologies safeguard sam-
ples from deterioration over time, essential for unraveling disease complexities.
Nonetheless, analyzing these images is a labor-intensive task for specialists.
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This research leverages data from the Cytology Laboratory of the Hematol-
ogy service at 12 de Octubre Hospital in Madrid, Spain. The complexity observed
in Bone Marrow Aspirate Smears (BMAS ), which are rich in white blood cells at
various stages of maturation, underscores the analytical challenges. Currently,
the Differential Cell Count (DCC ) technique is manually performed by many
professionals, counting between hundreds of cells to diagnose blood diseases like
leukemia [1]. This method is cumbersome, highlighting the necessity for an auto-
mated system that could be broadly adopted across health centers [11,19,22].

The objective of this work is to propose a computer vision system that
employs deep learning to detect and classify instances in BMAS, aiming to
streamline and enhance the accuracy of diagnosing diseases such as Acute
Myeloid Leukemia (AML). This system utilizes an untapped dataset, ensuring it
performs effectively in the typical conditions encountered in digital microscopy
images. This study aims to answer the following research questions: (1) Can
a deep learning model effectively automate the detection and classification of
leukemia cells in bone marrow aspirate smears? (2) How does the proposed
model compare to existing methods in terms of accuracy and precision?

This work is structured as follows. Section 2 reviews related works concern-
ing the proposed method. Section 3 presents the methods and materials used,
including the datasets and the proposed algorithm. Section 4 shows the results
of multiple experiments performed. Finally, Sect. 5 outlines some conclusions
and future work.

2 Related Works

Recent works in computer vision techniques applied to cell imaging have sig-
nificantly expanded, showcasing an increasing interest [16]. Efforts to automate
traditionally manual processes like the pap smear are evolving with unsupervised
methods for effective segmentation and categorization of cervical cells [8], along-
side innovative frameworks utilizing supervised machine learning for accurate
identification of cell structures such as megakaryocytes [20]. Additional research
has been directed towards enhancing the segmentation and feature extraction
of white blood cells from blood smears, aiming to rectify limitations of previous
works [2]. Moreover, the development of web-based systems facilitates the man-
agement of vast numbers of cells from digital pathology images, contributing to
the standardization of clinical procedures such as the DCC [6].

In parallel, other studies have introduced fully automatic methods for iden-
tifying white blood cells in microscopic images, with some focusing on the use of
deep learning for classifying acute leukemia [21]. Techniques that integrate both
spectral and spatial features using algorithms like SVM-recursive feature elimina-
tion demonstrate increased effectiveness in cell identification [22]. Furthermore,
diagnostic strategies for distinguishing between normal and myeloma cells in
bone marrow smears are being refined, underscoring the potential for computer
vision in medical diagnostics [18]. The exploration of feature space clustering
and the comparison of color spaces highlight the ongoing enhancements in the
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precision of cell segmentation from peripheral blood smear images [10]. These
cumulative research efforts are instrumental in pushing the boundaries of digital
pathology, facilitating quicker and more accurate medical diagnoses. Finally, [3]
outlines a systematic and fully automatic process for identifying and classify-
ing white blood cells using microscopic images, with Table 1 summarizing these
methods for blood smear image segmentation.

Table 1. Comparison of methods with the proposed algorithm in [2].

Method Image dataset Accuracy Size References

Segmentation using threshold

technique

Image captured from

CDC-DPDx

98.4% 100 [4]

Segmentation using Otsu’s

threshold algorithm

Public Image Dataset 93% 108 [11]

Segmentation by applying

pre-processing at every stage

ALL-IDB 92% 108 [17]

Segmentation and classification

using convolution neural network

ALL-IDB 96.42% 108 [21]

Segmentation using microscopic

hyperspectral imaging technology

means

Ruijin Hospital, Shanghai,

China

92.9% 135 [22]

Segmentation using K-Clustering Pathology department of

Alzahra hospital, Isfahan,

Iran

95.28% 50 [18]

Segmentation using scale space

filtering and watershed clustering

– 98.9% 45 [10]

Segmentation using Zack’s

threshold and distance conversion

technique

Imam Reza (AS) hospital,

Mashhad

93% 29 [3]

Unlike previous approaches that rely heavily on manual feature extraction,
our method integrates both spectral and spatial features automatically using
deep learning, which improves the segmentation accuracy in complex images.
Additionally, our approach addresses the challenge of overlapping cells by incor-
porating a novel multi-class segmentation strategy, which is not present in other
works.

3 Materials and Methods

3.1 Datasets

In the present study, two datasets have been used. In the following subsections,
their distribution is described in detail and their limitations are discussed.
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A Single-Cell Morphological Dataset of Leukocytes from AML
Patients and Non-malignant Controls (AML—Cytomorphology
LMU) According to [14] The Munich AML Morphology Dataset contains 18,365
(400×400 pixels) expert-labeled single-cell images taken from peripheral blood
smears of 100 patients diagnosed with AML at Munich University Hospital
between 2014 and 2017, as well as 100 patients without signs of hematolog-
ical malignancy. At 100-fold optical magnification and oil immersion, images
were captured using an M8 digital microscope / scanner (Precipoint GmbH,
Freising, Germany). It was used to create all single-cell pictures in this dataset
from peripheral blood smears at 100x magnification. The manufacturer claims a
coverage of 14.14 pixels per micron. This database is available at TCIA [12].

Trained professionals categorized pathological and non-pathological leuko-
cytes using a conventional morphological categorization system developed from
clinical experience [14]. A subset of images was re-annotated up to two times to
quantify inter- and intra-rater variability of examiners. The dataset was utilized
to train a convolutional neural network for single-cell morphology classification,
according to the scientists. There are 15 morphological classifications in this
dataset, which may be divided into 3294 blasts (myeloblasts and monoblasts)
and 15,071 nonblasts (the other 13 classes).

After processing the data, some images were blurred or had annotations that
varied with each review by specialists. This could significantly affect the learning
process of the algorithm. For this reason, it was decided to use a portion of the
entire AML Dataset. This distribution is shown in Table 2. Some images are
shown in Fig. 1 to illustrate how this dataset is given.

BMS—12 de Octubre Hospital Every day, the cytology laboratory at the
12 de Octubre Hospital’s hematological department conducts numerous DCC
assays on peripheral blood smear and bone marrow smear slides. These data are
gathered, analyzed, and kept as part of the diagnosis, as well as serving as a
reference for future instances, as they offer valuable information to other health
experts. The laboratory just purchased a set of cameras for its microscopes,
allowing for uniform and high-quality digital picture recording. This enables the

Fig. 1. Example of AML dataset, some images present a blur which must be corrected
or eliminated in the training.
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Table 2. Abbreviations of morphological classes used in folder structure and annota-
tion file. All cells extracted from AML Dataset.

Name Abbreviation Amount

Basophil BAS 69

Erythroblast EBO 55

Eosinophil EOS 420

Smudge cell KSC 4

Lymphocyte (atypical) LYA 8

Lymphocyte (typical) LYT 3815

Metamyelocyte MMZ 15

Monoblast MOB 13

Monocyte MON 1665

Myelocyte MYB 32

Myeloblast MYO 3150

Neutrophil (band) NGB 101

Neutrophil (segmented) NGS 1593

Promyelocyte (bilobled) PMB 15

Promyelocyte PMO 51

Unknown UNC 52

Total 11,058

development of BMAS datasets, which may be very helpful in artificial intelli-
gence applications; therefore, accomplishing work with this data is a significant
step forward in this field.

The first images of the dataset were acquired in 2020 and correspond to more
than 20 people with a range of blood cancer diseases at various stages, as well as
healthy people. There are a total of 233 images in this collection, and the quality
of the photographs is often poor. Data gathered for research activities should
preferable be those that meet the optimal circumstances, with the goal of not
jeopardizing the study. Images for medical diagnosis, on the other hand, are not
taken with accuracy and are acceptable as long as the visualization is enough,
since the focus in these instances is the patient’s health, and exposing the patient
to additional samples to get better data may be deemed inappropriate. We did
not include any images in this dataset that are challenging for the algorithm to
learn. The laboratory collected images from patients in the following cases in
terms of pathology: Normal bone marrow, Chronic lymphocytic leukemia, Non-
Hodgkin lymphoma, Non-Hodgkin lymphoma (Burkitt type), Acute myeloid
leukemia, Acute lymphocytic leukemia, and Multiple myeloma.

In May 2021, more BMAS smear images are collected and processed at the
Hematology Service of the 12 October Hospital. This time, another 104 images
were added to the database for this study. Of all images, 33 of them were pro-
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cessed by specialists who, using a web tool explained in next section, marked
each cell with its corresponding type to subsequently create the necessary masks
for the algorithm to be used. The distribution of each cell type in this dataset
is shown in Table 3. Figure 2 shows how this dataset is given.

Table 3. Abbreviations of morphological classes used in folder structure and annota-
tion file. All cells extracted from 12 de Octubre Hospital 2021.

Name Abbreviation Amount

Eosinophil granulocyte EOG 20

Myeloblast MYO 21

Promyelocyte PMO 12

Myelocyte MYB 65

Metamyelocyte MMZ 35

Neutrophil (band) NGB 44

Neutrophil (segmented) NGS 174

Promonocyte PRM 1

Monocyte MON 24

Basophilic Erythroblast EBO 9

Polychromatic erythroblast PLE 24

Orthochromatic erythroblast ORE 88

Lymphoblast LPB 31

Lymphocyte LPC 80

Plasmatic PLS 149

Total 777

Fig. 2. Some images belonging to the 12 de Octubre Hospital 2021 dataset.
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3.2 Annotation Tools

Once the datasets were correctly ordered, we proceed to make the respective
annotations for each cell. In previous annotation process by the experts, a med-
ical professional needs to mark the cells so that they can be correctly labeled
later. With the intention of facilitating this process, a very intuitive tool is used.
This tool allows you to mark each cell with a point and thus generate a file which
later serves as an indicator for creating masks for each cell. Figure 3 (left) shows
how these temporary images are marked, which show the number corresponding
to each category and then based on that, draw the mask on the corresponding
original image.

Once the annotations are clear, we proceed to create the masks that are
necessary to train the algorithm. In this work COCO-annotator was used
as an image annotation tool. COCO-annotator1 is a web-based image annota-
tion application that allows users to easily and easily label pictures to provide
training data for image localization and object recognition. The generated file is
downloaded. This contains the information needed for the training algorithms.
The annotated datasets look as shown in Fig. 3 (right).

Fig. 3. Left: Visualization of the annotations previously made. Right: Examples of
annotated datasets in COCO Annotator.

3.3 Evaluation Criteria

The Multi-Otsu thresholding method segments image pixels into distinct classes
by intensity, using three thresholds to identify background, cell background,
cytoplasm, and nucleus [7]. It removes components below the second threshold
and uses morphological operations and smoothing for noise reduction. Follow-
ing segmentation, classification and feature extraction processes are conducted.
Classification uses a confusion matrix to evaluate true positives, true negatives,
false positives, and false negatives, crucial for accuracy, precision, recall, and
specificity metrics. Feature extraction focuses on cytomorphological character-
istics like nucleus size, shape, area, perimeter, area-to-perimeter ratio, equiva-
lent diameter, and nucleus-to-cytoplasm area ratio, with cell diameter calculated
between the longest axis and its orthogonal counterpart.
1 More information: https://github.com/jsbroks/coco-annotator/.

https://github.com/jsbroks/coco-annotator/
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N : C =
Area of cytoplasm

Area of cell
(1)

The proposed system generates multiple rectangular boxes and labels, indi-
cating the object’s border, category, and location. The Intersection over Union
(IoU) measures the accuracy of the projected border, while Mean Average Pre-
cision (mAP) assesses the accuracy of category labels. IoU quantifies the overlap
between predicted and ground-truth boundaries, with a higher IoU indicating a
better match. An IoU of 1 denotes complete overlap, while 0 indicates no overlap.

IoU =
Predicted boundary ∩ Ground − truth boundary
Predicted boundary ∪ Ground − truth boundary

(2)

Mean Average Precision (mAP) represents the average precision across dif-
ferent recall levels, capturing the area under the Precision-Recall curve. This
metric combines recall and precision to provide a comprehensive assessment of
a model’s classification performance.

AP =

1∫

0

p(r)dr (3)

Model predictions rely on confidence values from 0 to 1 for each data sample.
According to [13], a sample is classified as positive if its confidence exceeds
a predefined threshold; otherwise, it is negative. The choice of this threshold
significantly impacts the balance between accuracy and recall (the proportion
of actual positives correctly identified). In object detection, mAP and IoU are
essential metrics for evaluating performance. A common IoU threshold is 0.5,
where a predicted bounding box is correct if its IoU with the ground-truth
box exceeds this value. Increasing predicted boxes generally enhances recall but
may affect accuracy. mAP is computed by averaging precision across various
recall levels and then taking the mean across all object categories, providing a
comprehensive assessment of the model’s accuracy and error management.

3.4 Augmentation

Once the evaluation techniques have been defined, an important step in the
classification phase is necessary. The problem is that the presence of different
cell types is totally unbalanced. For example, in Fig. 4A, the distribution of cells
is shown with the most abundant Lymphocytes with more than 3000 samples.
While other cell types are minimal. Therefore, data enhancement is applied. This
technique is used to augment the amount of data by adding slightly modified
copies of existing data or newly created synthetic samples to existing data. Once
the data is balanced, it is ready for the training phase. It is important to be clear
that it is not necessary to have the same number of samples in each category,
this can be seen in Fig. 4B.
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Fig. 4. Unbalanced distribution (A) and balanced distribution (B) of cells presented
in the AML dataset (refer to Sect. 3.1).

3.5 YOLACT Algorithm

YOLACT training begins by displaying mAP values after each epoch. In this
study, we used ResNet-50 as the backbone due to its 50-layer deep architecture,
which is effective for detailed feature extraction, crucial for cell classification.
The model was implemented and tested on a PyTorch platform using the code
available on GitHub2

Previously, we used the Mask-RCNN algorithm [9] for cytoplasm and nucleus
extraction, which is essential for obtaining relevant information. However,
YOLACT [5] was chosen for this study because it allows instance segmenta-
tion through parallel tasks, generating prototype masks and predicting mask
coefficients per instance. Additionally, YOLACT has a constant computational
cost, unlike Mask-RCNN, where the cost increases with the number of instances.

4 Results

The AML and 12 de Octubre dataset are used in different task. The idea is to
compare how this algorithm behaves in different situations, for example in the
presence of many cells in a single image, absence of certain categories or datasets
from different sources. The algorithm accepts the individual dimensions of each
image which is not something that needs to be modified.

In the Experiment A, the subdataset is composed of 18 training images
and 6 validation images. This dataset contains 3 classes and the data is from
AML Dataset. The results in Fig. 5 shows that the trained model can segment
cells in pixel level. This is important because we are getting closer and closer to
the next work objectives.

In the Experiment B, the subdataset was composed of 90 training images
and 11 validation images. The images belong to the Hospital 12 de Octubre
2020-2021. This subdataset contains 2 classes as follow, and every single image
contains several of them. After one hour of training, the results are processed to
obtain early detections of cells and nuclei. The results show that the algorithm
detects some instances but not most. This represents a better search for param-
eters and possible complications. For example in Fig. 6A, the training time was

2 More information: https://github.com/dbolya/yolact.

https://github.com/dbolya/yolact
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Fig. 5. Results of different stages of segmentation from the AML dataset. The images
are three examples. The images depict how the model isolates individual cells for further
classification.

20 minutes. It can be seen that the algorithm generates a mask larger than nor-
mal (bluish color) and fully expanded over the image. While Fig. 6B does not
have a mask outside the normal size, but the cells and nuclei that it detects are
not complete since they present a cell score between 0.50 to 0.70 in some cases.
Finally, Fig. 6C shows a better result but as there are few images there are no
significant improvements.

Fig. 6. Results in Experiment B. A: Sample 1. A large mask created by lack of training
is shown. B: Sample 2. The algorithm marks some cells with errors in their masks. C:
Sample 3. It shows a better result in the masks but does not detect all the cells.

In the Experiment C, the subdataset is composed of 93 training images
and 11 validation (23 different classes). Images are from AML Dataset. With
this experiment, the algorithm is allowed to run a larger number of epochs and
these weights are stored. In these results (Fig. 7) is observed a great ability to
detect the cells and categorize them. In this experiment, a confusion matrix is
not developed as it is not the objective of this dataset (although the results
evaluated were all well classified).

Nucleus and Cells A subdataset with a combination of AML dataset, 12 de
Octubre Hospital 2020 and 2021, is generated to train the model. The training
parameters were 10 epochs with 18 steps per epoch. The training time was 120
minutes. The model classified all images in the training set correctly, with 96.2%
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Fig. 7. Results in Experiment C. These results show a good performance of the algo-
rithm to detect and classify the cells belonging to the AML Dataset.

accuracy on testing set. Precision, recall, and specificity values for the testing set
were above 90%. The model achieved a high accuracy in the binary classification
task, correctly identifying 89 nucleus instances and 92 cell instances, with only
4 and 3 misclassifications, respectively.

Figure 8A and B are shown. These show an approximate calculation of the
diameters of each detection. This is because there are no exact measurements
from the dataset. In addition, by combining different training samples, it is
not possible to make a more accurate estimate. Finally, Figure 9 shows the
algorithm output for one of the test images. In this image, not all instances
were detected, however a large percentage were detected thanks to the data
augmentation techniques developed by the algorithm.

Fig. 8. Frequencies of cytoplasm detected (A) and detected nuclei (B).

Cell Classification This part is one of the most important because the final
approach of the algorithm is tested. In this part, the training dataset combines
all the other datasets. For this phase, as mentioned at the beginning, it is a
process that could be done manually and that in a certain way these outputs
could be solved by just making a script to store the predicted and real categories.

The system uses the same training parameters to train the algorithm, except
for the training time, which can vary according to other variables and dataset
sizes. Figure 10 shows a confusion matrix with the data resulting from the clas-
sification of each of the 20 cell types. Table 4 shows the calculated metrics of the
classification. In Fig. 11, the size distributions of the detected cells are shown.
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Fig. 9. One of the testing images from the dataset 12 de Octubre 2020.

Table 4. Performance metrics of the model for classification between 20 types of cells.

Set Accuracy Precision Recall Specificity

Training set 98% 97% 98% 97%

Testing set 98% 96% 97% 96%

Figure 12 shows one of the images that were used for the testing process. The
scores show a great performance of the algorithm.

5 Conclusions

To overcome the limitations of existing manual methods in BMAS analysis, a
novel computer vision approach is proposed. This system performs automatic
detection and classification of cells present in this type of sample. The perfor-
mance of the proposed system is very good, as the results yield more than 90%
accuracy using limited data and computational capacity.

In this study, we work with two datasets. The first one is AML - Cyto-
morphology LMU. On the other hand, we have two sub-datasets collected by
specialists of the Hospital 12 de Octubre in Madrid. The first subdataset was
collected in 2020 and has approximately 233 images. While the second part was
collected in 2021 and has more than 30 images that were annotated and are filled
with cells from a total of 20 different categories.

The proposed system represents a significant step forward in assisting clin-
ical specialists. For instance, it could be integrated into hospital workflows to
automatically pre-screen bone marrow aspirate smears, providing preliminary
classifications that hematologists can review and confirm. However, to make this
system a reality in clinical settings, further steps such as regulatory approval,
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Fig. 10. Confusion matrix with 20 different cell categories.

integration with existing hospital information systems, and extensive validation
studies across diverse patient populations are necessary. Our ResNet-50 out-
performed simpler models like ResNet-18 due to its deeper architecture, which
captures more detailed features crucial for cell type distinction. However, this

Fig. 11. Histogram of frequencies in the detected cytoplasm of 20 types cell types.
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Fig. 12. One of the images used in testing from the dataset 12 de Octubre 2021.

increased complexity also raises computational costs, suggesting a need to bal-
ance model depth with efficiency for clinical use.

This study has some limitations that should be addressed in future research.
One significant limitation is the small size of the dataset obtained from Hospital
12 de Octubre, which may affect the generalizability of the results. Additionally,
potential biases inherent in this dataset could influence the model’s performance.
These limitations suggest that larger and more diverse datasets are needed to
improve the accuracy and reliability of the proposed system. Future work should
also consider methods to mitigate any biases that may arise from the data used.
Futhermore, more information from the Hospital 12 de Octubre images is needed
to improve accuracy in detection and classification. Additionally, ranking the
importance of cell features could enhance the system’s ability to distinguish
between similar cells and focus on particular diseases. the proposed approach
serves as an effective tool for specialists by reducing data analysis time and
generating statistics. Further development and collaboration with hospitals could
lead to wider adoption and advancement of such systems in cytology.
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Abstract. Breast thermography captures infrared radiation images to monitor
skin surface temperature changes non-invasively. This data, when combined with
artificial intelligence, facilitates early breast cancer diagnosis and detection. How-
ever, training deep learning algorithms such as convolutional neural networks is
challenging due to the limited number of images. The primary objective of this
study is to create a set of synthetic breast thermographic images using segmentation
and data augmentation techniques. In this work, we propose 1) Using public breast
thermography databases, 2) Segmenting the region of interest with the U-Net net-
work, 3) Increasing the variety of thermographic images using the SNGANmodel,
and 4) Evaluating the performance and accuracy of the previous algorithms with
statistical metrics. The results indicate that the U-Net achieved an IoU of 0.96
and a Dice coefficient of 0.97. The SNGAN network generated 2000 synthetic
images, reflected in a KID value of 4.54. In conclusion, U-Net is highly effective
for segmenting regions of interest in thermographic images, and SNGAN shows
promising results in synthetic image generation.

Keywords: Data augmentation · Segmentation · SNGAN · Thermography
breast images · U-Net

1 Introduction

Technological and scientific advances in biomedicine and radiomics have led to the
development of innovative tools for the early detection of diseases. One emerging tool
in this field is breast thermography, a non-invasive method that has gained relevance in
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breast cancer detection [1].Despite its potential, thermography remains a complementary
technique to others, such as ultrasoundormammography,which are helps in breast cancer
screening and diagnosis.

Breast cancer presents specific disease characteristics, such as angiogenesis, which
can be detected through thermography due to the heat generated in the affected area
[2]. Thermography is based on infrared radiation, a type of radiation that indicates an
object’s temperature and can be used in pathology detection [3].

Research on thermal flow and transfer in biological organisms, as demonstrated by
Pennes (1948), creates a foundation for understanding perceived thermal variations.
The integration of artificial intelligence, specifically through the use of deep learn-
ing algorithms and neural networks, proposes the capability to significantly improve
identification and precision in the early stages of breast cancer diagnosis [4–6].

The acquisition of a larger dataset for validation and training poses a challenge.
Therefore, numerous data augmentation techniques have emerged, including color space
augmentations, geometric transformations, image mixing, or kernel filters [7]. However,
deep learning techniques offer new alternatives and synthetic data more realistic based
on the distribution for synthetic data generation, such as autoencoders [8], generative
adversarial networks (GANs) [9], and neural style transfer [10]. These techniques use the
distribution of images to generate high-quality synthetic images. GANs have been highly
successful in synthesizing medical images. Artificially generated images by GANs [11],
such as Cycle GAN [12], Conditional GAN [13], WGAN [14], Vanilla GAN [9], Style
GAN, and Progressive GAN [15], are very realistic.

GANs hold particular importance [7] because they have proven effective in generat-
ing high-quality images [12, 13, 16], particularly variants like SNGAN. This technique
has gained popularity for generating high-quality synthetic data.

2 Methodology

Themethodological design is based on five phases: (i) Data Collection, (ii) Data Prepara-
tion, (iii) Segmentation, (iv) Data Augmentation, and (v) Statistical Evaluation [17–21],
as shown in Fig. 1.

2.1 Collection of Breast Thermographic Images

From public databases, 615 breast thermographic images were collected, categorized as
malignant and benign classes, and non defined, as shown in Table 1. These images were
taken from different views and angles, and 209 frontal breast images were selected for
the research. These images had variations in size, resolution, color, noise, and the most
contains artifacts as we can observed in Fig. 2. Therefore, the images had to undergo
preliminary preparation before their use in the segmentation algorithm.

2.2 Images Preprocessing

This phase involved subjecting the 209 frontal breast images to a normalization and
cleaning process to ensure their homogeneity. Firstly, the images were resized to a stan-
dard resolution of 450 x 300 pixels, as it was the common area of interest in most images.
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Fig. 1. Proposed methodology.

Table 1. Public repositories of breast thermographic images

Datasets Link Benign Malignant Total

Visual Lab, breast thermal
image - Brazil

https://bit.ly/3Zhahen 186 150 336

Irthermo Benchmark Dataset
Collection - University of
Rajasthan Iran

https://bit.ly/3Rz83FF 50 32 82

Irthermo Benchmark Dataset
Collection - University of
Rajasthan Iran

https://bit.ly/3Rz83FF 50 32 82

Then, artifacts were removed, and segmentation masks based on Thermal Anthropom-
etry were created using tools like Paint.net and Image J to delineate and extract areas of
interest.

Subsequently, the information was organized into a CSV file named
“breast_data.csv,” which indexes details such as image name, classification, and type
of view. As previously mentioned, only frontal view images (see Fig. 2) were used in
this work, although other views were preserved for future research. The entire dataset
was stored in a.zip file and uploaded to a Google Drive account, accessible via the
following link: https://bit.ly/3Pib8ah.

2.3 Segmentation with U-Net

The segmentation of breast thermographic images (see Fig. 3) was carried out using
the U-Net network architecture on a Google Colab virtual GPU. The images and masks

https://bit.ly/3Zhahen
https://bit.ly/3Rz83FF
https://bit.ly/3Rz83FF
https://bit.ly/3Pib8ah
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Fig. 2. Breast thermographic images. (a) Camera information on the image (b) Low image
resolution (c) Different color gamut (d) Breasts outside the image area.

were normalized to a size of 512x512 pixels, considering that U-Net is more efficient
with image sizes that are multiples of 2. The masks were binarized so that the pixels
had values between 0 and 1. The U-Net network architecture, designed to work with
512 × 512 pixel images and three-color channels, processes and adjusts approximately
31 million parameters during its training.

Fig. 3. Segmentation of the region of interest. (a) Original image (b) Extraction mask (c)
Prediction mask, and (d) Segmented region of interest.

During training, the dataset was divided into three subsets with the following dis-
tribution: training (80%), validation (10%), and testing (10%). The performance of the
U-Net network was configured using various hyperparameters. Table 2 details these
hyperparameters, including a total of 30 epochs, a batch size of 4, and the use of the
‘rmsprop’ optimizer.

2.4 Image Augmentation with SNGAN

During the image augmentation phase, the Spectral Normalization GAN (SNGAN)
network (see Fig. 4) used the previously segmented real breast regions of interest as
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Table 2. U-Net hyperparameters

Hyperparameter Value Hyperparameter Value

Number of epochs 30 Training set 80%

Filter size (3, 3) Validation and test set 20%

Batch size 4 Output activation layer ‘sigmoid’

Pooling size (2, 2) Convolution activation layer ‘relu’

Optimizer ‘rmsprop’ Input size (512, 512, 3)

Fig. 4. SNGAN neural network architecture

input for the network’s discriminator and using the spectral normalization technique; it
provided feedback to the generator to produce images increasingly like the original set.

Similar to the segmentation phase, a Google Colab Pro account was used to train the
generator network and leverage the GPU power in order to process and convert images
into tensors, which were optimized for high-performance calculations.

Table 3 details the general configuration of the training and generation process. A
single V100 GPU was used for execution, and images of size 512 × 512 with three
channels were processed. The training was performed in batches of 4 images, consid-
ering two distinct classes of images, benign and malignant. The latent space for image
generation has a dimension of 10 and was implemented with the Adam optimizer for 150
epochs during training, with a learning rate of 0.00015. Additionally, a seed of 999 was
set to generate 1,000 images by implementing spectral normalization with an epsilon of
1 × 10^ − 12.

For the generator parameters shown in Table 4, a ReLU activation function with a
latent noise dimension of 10 was used; for backpropagation, the BCE with LogitsLoss
loss function was employed. The generator model consists of 5 layers, starting with
1024 filters in the first layer and using a 4 × 4 kernel size. On the other hand, the
discriminator employs the LeakyReLU activation function and performs five iterations.
Like the generator, the discriminator used the BCE with LogitsLoss loss function. Its
architecture consists of 8 layers, starting with 64 filters and a 4 × 4 kernel size.
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Table 3. General SNGAN Hyperparameters

Hyperparameter Value Hyperparameter Value

Execution device V100 Number of epochs 150

Batch size 4 Learning rate 0.00015

Number of image classes 2 Optimizer Adam

Image size 512 Seed 999

Image channels 3 Number of images to generate 1000

Latent space dimension 10 Spectral normalization epsilon 1e-12

Table 4. SNGAN generator and discriminator hyperparameters

Generator
hyperparameters

Value Discriminator
hyperparameters

Value

Activation function ReLU Activation function LeakyReLU

Latent noise
dimension

10 Discriminator
iterations

5

Loss function BCE with LogitsLoss Loss function BCE with LogitsLoss

Number of layers 5 Number of layers 8

Filters in the first
layer

1024 Number of filters 64

Kernel size 4 × 4 Kernel size 4 × 4

2.5 U-Net Performance Evaluation

During the training of the U-Net network, two metrics were incorporated: IoU and
the Dice coefficient. The IoU metric (Eq. 1), calculated with the mean_iou function,
evaluates the overlap between the prediction and the actual mask, with its value ranging
from 0 (no match) to 1 (perfect match).

IoU = (objective ∩ prediction)/(objective ∪ prediction) (1)

The Dice coefficient (Eq. 2), implemented through dice_coef(), further weights the
intersection, highlighting the prediction’s accuracy.

DSC = 2| objective ∩ prediction|/(|objective| + |prediction|) (2)

2.6 SNGAN Performance Evaluation

TheKernel InceptionDistance (KID)metricwas used to evaluate the quality anddiversity
of generated images in relation to real images (Eq. 3). Thismetric employs the pre-trained
InceptionV3 network for feature extraction.
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During the training process, at the beginning of each epoch, the KID value was
updated and recorded to monitor the quality of the generated images. Once each epoch
was completed, this metric is reset for the next iteration. After completing the training,
a graph is presented showing the evolution of the KID value over the epochs.

KID(p, q) = (�(p) − �(q))2 (3)

In (Eq. 3), Φ(p) and Φ(q) represent the Inception representations of the real and
generated samples, respectively.

3 Results

The training, validation, and testing of themodels for the segmentation and augmentation
phases using their evaluation metrics presented the following results.

3.1 RoIs Extraction with U-Net

Throughout the training process, a file named “unet.h5” was generated, containing the
resulting weights. This file was used to load the weights into the model and perform
the prediction with the prepared original image set. The images were then concatenated
with the obtained predictions. The result, shown in Fig. 5, represents the set of synthetic
regions of interest for both benign and malignant images.

Fig. 5. Segmented images, (a) benign and (b) malignant

3.2 Training with U-Net

The loss revealed a significant difference between training and validation, suggesting
effective generalization of the model, as seen in Fig. 6 a-b. The hyperparameters were
adjusted in multiple iterations, focusing mainly on the number of batches and epochs to
optimize training stability and accuracy. The hyperparameters were adjusted in multiple
iterations, focusing mainly on the number of batches and epochs to optimize training
stability and accuracy. This is consistentwith other studies, such asLi et al.,who also used
U-Net for image segmentation in mammography, achieving an IoU of 0.853 and a Dice
coefficient of 0.906. Similarly, Guo et al. reported an IoU of 0.912 and a Dice coefficient
of 0.953 in their expanded U-Net model for breast ultrasound image segmentation. In
comparison, our model achieved higher performance with a Mean IoU of 0.96 and a
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Fig. 6. Evaluation metrics of the U-Net algorithm during training (a) IoU and (b) Dice

Dice coefficient of 0.97, indicating the robustness of U-Net for thermographic breast
image segmentation. The data in our study stabilized upon reaching epoch number 30,
which is an adequate value to avoid overfitting.

Table 5 summarizes the mean values of the metrics, highlighting a solid overall
performance of the model. High precision and specificity were observed, although sen-
sitivity showed room for improvement. These metrics, especially the Mean IoU and the
Dice Coefficient, reflect the model’s ability to accurately identify the RoIs in the images.
The set similarity and Jaccard coefficient metrics, in turn, underline robust concordance
between the predictions and the true values.

3.3 Synthetic Thermographic Images

During the training of the SNGAN network, the generator aimed to produce images
that challenged the discriminator’s ability to distinguish them from real ones, and the
discriminator evaluated them. Once the training was completed, the image quality was
evaluated using the KID metric, and once the image quality was verified, the images
were stored, resulting in approximately 2000 images. Several samples can be seen in
Fig. 7.

The quality of the generated synthetic images was evaluated using the Kernel Incep-
tion Distance (KID) metric, which measures the similarity between real and generated
images by extracting features through the InceptionV3 network. During each epoch of
training, KID values were calculated by directly comparing the generated images with
a set of real images. A lower KID value, recorded in each iteration, indicates that the
synthetic images are increasingly resembling the real ones, reflecting an improvement
in generation quality.
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Table 5. Average values of established metrics

Metric Mean value

Loss 42.23

Mean IoU 0.96

Dice coefficient 0.97

Validation loss 0.09

Validation mean IoU 0.82

Validation dice coefficient 0.89

Accuracy 0.82

Precision 0.97

Sensitivity 0.66

Specificity 1

Fig. 7. Batch of synthetic images from segmented ROIs

Generator vs Discriminator with SNGAN.
Table 6 reflects the results obtained in the augmentation phase, where the discrimina-

tor and generator were evaluated in pairs with a mean value of 0.32 and 3.9 respectively.
The similarity of real vs. fake images was evaluated with a mean of 0.91 and 0.22 respec-
tively, and finally, the image quality was evaluated using the KID metric with a mean
value of 4.54. The resulting training graphs are shown below.

In Fig. 8, we observe that the discriminator and generator values exhibit diverse
behaviors throughout the algorithm’s iterations. The graph indicates that the discrimi-
nator loss was optimal, beginning to stabilize after epoch 40. In contrast, the generator
showed more unstable execution, though it began to normalize after epoch 60.
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Table 6. Average values of SNGAN evaluation metrics

Metric Mean value

Discriminator 0.326505

Generator 3.963454

Real 0.914982

Fake 0.222153

KID 4.547285

Fig. 8. Generator vs discriminator

3.4 KID Metric

Figure 9 shows the training results implementing the KID metric using the KID Metric
class, evaluating the quality and diversity of synthetic images compared to real images
using the Kernel Inception Distance (KID) metric. KID measures the Maximum Mean
Discrepancy Squared (MMD) between the Inception representations of real and gener-
ated samples using a polynomial kernel [22]. Thismetricwas used because the evaluation
requires fewer samples since we do not need to adjust the square covariance matrix.

The Kernel Inception Distance (KID) metric was used to evaluate the quality and
diversity of generated images in relation to real images (Eq. 3), employing the pre-
trained InceptionV3 network for feature extraction. During the training process, at the
beginning of each epoch, the KID value was updated and recorded to monitor the quality
of the generated images. Studies such as Heusel et al. [18] have demonstrated that KID
is particularly effective in evaluating the quality of GAN-generated images, offering
advantages over the Frechet Inception Distance (FID) due to its lower bias with smaller
sample sizes. In our study, the KID metric indicated a growing similarity between the
generated and real images, which is consistentwith findings in other research that applied
KID to assess image quality in GAN-generated medical images. After completing the
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Fig. 9. KID evolution during training

training, a graph is presented showing the evolution of the KID value over the epochs,
similar to what is reported in Betzalel et al. [22], where the KID metric was utilized to
track the improvement in image quality during GAN training.

4 Discussion

4.1 Segmentation Phase with U-Net

The U-Net network demonstrated high accuracy in segmenting thermographic breast
images, achieving an IoU value of 0.96 and a Dice coefficient of 0.97. These results
show that U-Net was able to overlay the original image with the segmentation mask
and accurately select only the region of interest to segment. The resulting values can be
compared with those from other previously reported studies., such as Li et al. [23] who
focused on mammography-based image segmentation using U-Net, achieving an IoU of
0.853 and a Dice coefficient of 0.906, or Guo et al. [24] where they applied an expanded
U-Net network for breast ultrasound image segmentation, obtaining an IoU of 0.912 and
a Dice coefficient of 0.953. Compared with these studies, it can be observed a significant
improvement in the performance that the model has achieved over previous methods.
This advance reinforces the utility of the U-Net network applied to the segmentation of
thermographic images compared to results applied to other types of breast cancer-related
images.

4.2 Image Augmentation Phase with SNGAN

The SNGANmodel was able to generate a set of both benign and malignant breast ther-
mographic images, achieving a KID value of 4.547285, which, although indicating high
similarity between the original and synthetic images, still leaves room for improvement.
When compared to previous research, such as Yusoff et al. [25], who used StyleGAN for
generating histopathological images and achieved a KID value of 1.0, our results suggest
that further optimization of SNGAN could enhance image quality. Additionally, studies
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like those by Gupta et al. [18] using SNGAN for medical image synthesis also highlight
the importance of a larger andmore diverse training set, which could help reduce theKID
value further. Despite this, the generated images in our study show significant potential
for augmenting datasets in scenarios where larger sets are required for training neural
networks on breast thermographic images.

4.3 Study Limitations and Future Work

A limitation of this study was the scarce availability of public breast thermography
images, which limits the training of neural networks for generation and classification, as
these algorithms require large amounts of data. To improve this, images generated by the
SNGANnetwork could be used to refine segmentation and classification algorithms, thus
increasing their effectiveness. It would be beneficial to explore other GAN architectures
and optimize the hyperparameters of the SNGAN to enhance the quality of the images.
According to AlFayez et al. [26], it is recommended to use the expanded dataset from
this study to apply Support Vector Machines (SVM) for breast cancer detection.

Another potential limitation in this study may be related to the data sources used,
which come from patients in specific countries such as Brazil, Iran, and India. As shown
in the Table 1, there is a significant variation in the size of data from each region, with 336
images fromBrazil, 197 from India, and only 82 from Iran. This disparity could introduce
bias into the model, as certain population groups are much more represented than others,
potentially limiting the algorithm’s accuracy and generalization for populations from
other countries not represented in these data.

In future work, it will be essential to include more diverse and representative datasets
from a broader range of populations to assess whether the current model exhibits biases
in its performance. The inclusion of new data sources would help generate synthetic
images that better reflect global diversity, thereby improving the model’s generalization
and applicability in a wider clinical context.

5 Conclusion

This study explored the application of deep learning techniques to thermographic
breast imaging, a non-invasive cancer detection method that benefits significantly from
advancements in artificial intelligence. The challenges primarily arose from restricted
data access due to patient privacy and protection. Our approach focused on segmentation
and synthetic generation of regions of interest (ROIs) in thermographic breast images
using the U-Net and SNGAN networks, respectively.

The U-Net network was highly effective in segmenting ROIs, demonstrating strong
model performance through keymetrics: an IoU coefficient of 0.96 and aDice coefficient
of 0.97. These metrics reflect the network’s precision in segmenting areas of interest.
The average accuracy achieved was 0.97, underscoring the model’s ability to predict
ROIs correctly. Although the sensitivity was slightly lower at 0.66, it is still considered
acceptable in this context. The exceptionally high specificity of 0.99 indicates that U-Net
effectively identified non-relevant areas.
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In contrast, the SNGAN network, trained to generate new images from the ROIs
segmented by U-Net, showed promising potential to augment the dataset of breast ther-
mographic images. The consistent reduction in the KID metric during training indicates
a growing similarity between the generated and original images, suggesting that SNGAN
could effectively mitigate data access limitations.

Future studies could employ the generated images to bolster segmentation and clas-
sification algorithms, as well as explore and optimize other GAN architectures. The
utilization of cloud platforms like Google Colab Pro for efficient processing is recom-
mended, along with retraining the U-Net network with data generated by SNGAN and
exploring other approaches like the combination of the Optimal Weight Neural Network
(OWNN) with the Convolutional Neural Network (CNN). Additionally, it is recom-
mended to apply Support Vector Machines (SVM) in breast cancer detection with the
expanded dataset [26, 27].
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Abstract. This study evaluates four well-known convolutional neu-
ral networks: VGG19, EfficientNetB0, ResNet50, and InceptionV3, for
tumor detection in lymph node pathology images. Using a significant
subset of the PCam dataset, models were trained on binary classifica-
tion tasks focused on identifying tumor tissue, with data augmentation
applied to enhance generalization. The methodology involved a rigor-
ous process of data preparation, model selection, training, and evalu-
ation under limited hardware resources, using a standard laptop. The
dataset was split into training and validation sets with an 80/20 ratio,
and models were trained using the Adam optimizer with a learning rate
of 0.001 over multiple epochs. VGG19 achieved the highest validation
accuracy at 77.38% and AUC of 85.35% but required substantial com-
putational time and exhibited overfitting. EfficientNetB0, though faster
to train (20 m 40 s), showed lower validation accuracy (58.91%) and AUC
(60.14%). ResNet50 performed well during training but faced generaliza-
tion challenges. InceptionV3 demonstrated a balanced performance with
a validation accuracy of 70.74% and AUC of 76.41%, making it a promis-
ing option across varied datasets. These findings highlight the strengths
and limitations of different CNN architectures in enhancing cancer diag-
nosis in lymph node pathology, providing insights for future research and
clinical applications.

Keywords: Metastatic cancer · EfficientNetB0 · VGG19 · ResNet50 ·
InceptionV3 · Image segmentation · Tumor detection

1 Introduction

The lymphatic system, composed of a vast network of vessels and lymph nodes,
is integral to the body’s immune function and fluid balance. Lymph nodes act
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as critical checkpoints, filtering pathogens and malignant cells, which subse-
quently activate the immune response [1]. As such, lymphadenopathy, or the
enlargement of lymph nodes, can be indicative of various conditions, including
infections, inflammatory diseases, and malignancies [2]. The major lymph node
groups are strategically located in the body, such as in the neck, axilla, thorax,
abdomen, and groin, as shown in Fig. 1. These nodes serve as sentinel sites for
detecting pathological changes. In clinical practice, diagnostic techniques such as
endoscopic ultrasound (EUS) and elastography have become indispensable tools
for the precise detection of malignancies. EUS allows for detailed imaging and
fine-needle aspiration of lymph nodes, while elastography provides information
on tissue stiffness, which is crucial for identifying malignant transformations.
However, despite the technological advancements in these methods, the corre-
lation with clinical findings remains essential to ensure accurate diagnosis and
treatment planning [3].

Fig. 1. Major lymph node locations in the human body. Adapted from [4].

Histopathological examination of lymph node tissue remains the gold stan-
dard for identifying metastatic cancer [5]. This process involves microscopic anal-
ysis of tissue samples to detect cancerous cells. Differentiation between normal
and malignant lymph nodes, as illustrated in Fig. 2, is crucial for appropriate
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clinical management. Normal lymph nodes typically have a uniform architec-
ture, whereas malignant nodes exhibit disrupted structures and the presence of
metastatic cells [3,6].

Fig. 2. Comparison of normal (A) and malignant lymph nodes (B). Adapted from [7].

Advances in digital pathology and machine learning offer promising avenues
for enhancing cancer diagnosis. In particular, convolutional neural networks
(CNNs) have shown significant potential in image analysis tasks [8,9]. Our study
aims to leverage CNNs to develop a binary classification model capable of identi-
fying tumor tissue in digital pathology images of lymph node sections. The choice
of 32 × 32 pixel image size was driven by the availability of a publicly accessi-
ble dataset with these specific dimensions, which are well-suited for capturing
critical features in small tissue regions. By automating the detection process, we
hope to improve the accuracy and speed of cancer diagnosis, thereby facilitating
early detection and treatment.

The CNN models evaluated in this study include VGG19, EfficientNetB0,
ResNet50, and InceptionV3. Each model has distinct characteristics that influ-
ence its performance. VGG19 is known for its depth and simplicity, consisting
of 19 layers with small receptive fields of 3 × 3 convolutional filters [10]. This
architecture allows for a high level of precision in feature extraction, making
it effective for image classification tasks. However, VGG19 demands significant
computational resources, both in terms of memory and processing power, which
can be a limitation for large-scale applications. Additionally, due to its depth,
VGG19 is prone to overfitting, especially when trained on small datasets without
adequate regularization [11]. EfficientNetB0 employs a novel compound scaling
method that uniformly scales the network’s depth, width, and resolution using
a set of fixed scaling coefficients [12]. This approach enables EfficientNetB0
to achieve better performance with fewer parameters compared to traditional
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CNNs. One of its main strengths is its efficiency, as it can achieve high accuracy
with relatively low computational cost. However, EfficientNetB0 requires metic-
ulous tuning to optimize its performance and mitigate the risk of overfitting,
which can be challenging without extensive experimentation and expertise [13].

ResNet50 introduces the concept of residual learning through skip connec-
tions, allowing the network to learn residual functions with reference to the
input layer [14]. This innovation helps mitigate the vanishing gradient problem
and enables the training of much deeper networks. ResNet50, with its 50 layers,
excels in training scenarios and has shown strong performance across various
benchmarks. Nevertheless, it can struggle with generalization, particularly when
applied to datasets that differ significantly from those it was trained on, poten-
tially leading to overfitting if not managed carefully [15,16]. InceptionV3 uses a
sophisticated architecture that incorporates multiple types of convolutional and
pooling layers within each module, allowing it to capture various levels of detail
[17]. This multi-scale processing capability helps InceptionV3 balance learning
capacity and generalization performance, making it a strong candidate for diverse
pathology datasets. InceptionV3’s ability to process images at different scales
and resolutions is one of its key strengths. However, its complex architecture
can be computationally expensive and may require extensive hyperparameter
tuning to achieve optimal performance [18,19].

Our study has set forth the following objectives: the main objective is to
develop a binary classification model using CNNs to identify tumor tissue in
digital images of lymph node sections. Specifically, we aim to compare and
evaluate the performance of four CNN architectures (ResNet50, VGG19, Incep-
tionV3, and EfficientNetB0). We also seek to determine the best performing CNN
architecture in terms of accuracy, sensitivity, and specificity. To achieve these
objectives, we address the following research questions: RQ1 How do ResNet50,
VGG19, InceptionV3, and EfficientNetB0 perform in detecting tumor tissue in
lymph node images? RQ2 What are the accuracy differences among these CNN
architectures in tumor tissue detection? RQ3 Which CNN architecture shows
the highest effectiveness in enhancing cancer detection and treatment?

1.1 Related Works

In recent years, significant advancements have been made in the application of
deep learning models to predict lymph node metastasis, Table 1. These advance-
ments have shown promising results, both quantitatively and qualitatively, which
are relevant to our project.

Lin et al. [20] developed a deep learning model utilizing convolutional neu-
ral networks (CNN) to predict axillary lymph node metastasis from ultrasound
(US) images. Their model achieved an impressive area under the receiver operat-
ing characteristic curve (AUC) of 0.91, demonstrating high diagnostic accuracy.
They also employed saliency maps to visualize the regions of interest within
the US images, enhancing the interpretability of the model’s predictions and
providing valuable insights for clinical decision-making.
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Table 1. Summary of related works with objectives, models, and evaluation metrics

ReferencesMain Objective Model AccuracyAUC Sensitivity

[20] Prediction of axillary lymph node
metastasis using CNN on ultra-
sound images

CNN - 0.91 -

[21] Comparison of machine learning
algorithms for predicting breast
cancer recurrence

Various
ML algo-
rithms

82% 0.88 -

[22] Prediction of axillary lymph node
metastasis using deep learning
models on ultrasound images

Inception
V3,
Inception-
ResNet
V2,
ResNet
101

- 0.90 (int.), 0.89 (ext.) 85%

[23] Using deep learning models to pre-
dict axillary lymph node metasta-
sis on ultrasound images

Inception
V3

79% - 85%

Similarly, Tekchandani et al. [21] compared various machine learning algo-
rithms to predict breast cancer recurrence. Their study revealed that deep learn-
ing models outperformed traditional methods such as logistic regression and sup-
port vector machines, with their deep learning model achieving an accuracy of
82% and an AUC of 0.88. This research highlighted the importance of feature
selection and preprocessing steps in enhancing model performance, and under-
scored the potential of integrating machine learning models into clinical work-
flows to provide personalized treatment recommendations and improve patient
outcomes.

Zhou et al. [22] focused on using deep learning models to predict lymph node
metastasis specifically from US images in breast cancer patients. They tested
three pretrained CNN models-Inception V3, Inception-ResNet V2, and ResNet
101. The Inception V3 model stood out with an AUC of 0.90 in the internal
test set and 0.89 in the external test set. Notably, their study demonstrated
that the deep learning models outperformed radiologists in accuracy, sensitivity,
and specificity. Moreover, the use of class activation maps provided a visual
interpretation of the model’s decision-making process, which is crucial for gaining
clinicians’ trust and facilitating the adoption of these models in clinical practice.

Bae [23] also conducted a study to predict axillary lymph node metasta-
sis using deep learning models trained on US images of breast cancer patients.
Their models, including Inception V3, Inception-ResNet V2, and ResNet 101,
showed superior performance compared to radiologists. The Inception V3 model,
in particular, achieved an accuracy of 79%, a sensitivity of 85%, and a speci-
ficity of 73% in the external test set. Bae et al. emphasized the potential of deep
learning models to reduce interobserver variability and improve diagnostic con-
sistency. They also discussed the importance of incorporating clinical-pathologic
factors into the models to enhance predictive accuracy and support personalized
medicine.
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These studies collectively demonstrate the substantial potential of deep learn-
ing models in predicting axillary lymph node metastasis and breast cancer recur-
rence. The quantitative metrics, including high AUC, accuracy, sensitivity, and
specificity, underscore the superior performance of deep learning models over
traditional methods and radiologists. Qualitatively, the use of visualization tech-
niques such as saliency maps and class activation maps enhances model inter-
pretability, which is crucial for clinical adoption. Integrating these advanced
models into clinical workflows can significantly improve diagnostic accuracy,
reduce variability, and support personalized treatment planning, ultimately lead-
ing to better patient outcomes.

In comparison to other architectures not included in our study, DenseNet
has demonstrated its robustness in medical image classification. Its dense con-
nection strategy enhances feature reuse across the network, leading to improved
accuracy. Recent studies show that DenseNet outperforms classical models like
ResNet34 and VGG19, particularly in identifying metastatic cancer in small
image patches from larger digital pathological scans [24]. On the other hand,
MobileNetV3, known for its efficiency and compactness, achieved high accuracy
and recall in classifying breast histopathology images, though its performance
varied across different histological subcategories [25]. These findings suggest
that while our chosen models balance performance and computational efficiency,
future work should explore DenseNet and MobileNetV3 for potential advance-
ments in lymph node pathology image classification.

2 Methodology

This section outlines the methodology employed in this study to classify pathol-
ogy images using various convolutional neural network (CNN) architectures.
Figure 3 illustrates the overall process, which includes data preparation, model
selection, training, and evaluation. The subsequent sections provide detailed
descriptions of each step, ensuring that the approach is both rigorous and reli-
able. The goal of this study is to leverage advanced deep learning techniques to
improve the accuracy and robustness of pathology image classification, which is
crucial for early and accurate diagnosis of diseases. The following section provide
a detailed description of each methodological step, along with justifications and
references to pertinent scientific research.

2.1 Data Description and Computational Environment

This study utilizes a dataset of small pathology images, each identified by a
unique image ID. The ground truth labels for the central 32 × 32 px region
of each image are provided in the train labels.csv file, indicating whether tumor
tissue is present (1) or absent (0). This dataset is a modified version of the PCam
dataset, designed to remove duplicate images while retaining the original data
splits, as per the PCam benchmark [26]. The removal of duplicates ensures an
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Fig. 3. Flowchart of methodology employed

unbiased model training process, leading to a more accurate evaluation of model
performance.

The analysis was conducted on a Dell Inspiron laptop with a 7th gener-
ation Intel Core i5 processor, using the Jupyter environment for coding and
data analysis. Due to computational limitations, a subset of 3000 images was
selected, sufficient for effective model training and evaluation. This setup high-
lights the feasibility of employing deep learning techniques on personal laptops,
making advanced research accessible to those without high-performance com-
puting resources.

2.2 Data Splitting

To ensure a robust evaluation of the models, the dataset was split into train-
ing and validation sets with an 80/20 split ratio, where 80% of the data (2400
images) was allocated for training and 20% (600 images) was reserved for valida-
tion. This split ratio is a widely accepted practice in machine learning to balance
having enough data to train the model and enough data to validate its perfor-
mance [27]. However, a more comprehensive study on partition sizes, including
alternative split ratios (e.g., 70/30 or 90/10), could provide additional insights
into how different partition sizes impact model training and evaluation. Explor-
ing these variations can help determine if the chosen split ratio is optimal or
if adjustments might lead to improved performance or generalization [28]. This
approach ensures that the model’s performance metrics are a true reflection of
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its ability to classify unseen data accurately, while also evaluating the robustness
of the model across different data partitions.

2.3 Batch Size Selection

A batch size of 129 was chosen for this study, balancing the need for efficient
computation and stable training. Objectively, a batch size of 129 was relatively
large for the system used, but it was large enough to benefit from stable gradient
updates but still small enough to fit into the available memory without causing
excessive computational load. With 2400 training images, this batch size allows
the model to process almost 20% of the training data in each batch, leading
to fewer gradient updates per epoch. This can result in more stable training
dynamics and quicker convergence, which is particularly beneficial when deal-
ing with a smaller dataset where each update has a significant impact on the
model’s learning. However, batch sizes that are powers of two are often pre-
ferred due to their alignment with the memory access patterns of GPUs, which
can lead to optimized performance [29]. The selected batch size maximized the
balance between training speed and stability, ensuring effective use of available
computational resources.

2.4 Data Augmentation

To enhance the model’s robustness and prevent overfitting, data augmentation
was performed using the ImageDataGenerator function from Keras. Data aug-
mentation techniques, such as rotation, shifting, zooming, and flipping, were
applied to artificially expand the training dataset. These techniques help the
model learn invariance to various transformations, thereby improving its gener-
alization capabilities [30]. By exposing the model to a wider variety of altered
images during training, we aim to create a more robust model that performs well
on real-world data. Data augmentation is particularly useful in medical imaging,
where acquiring large amounts of labeled data can be challenging. It allows us to
make the most of the available data by simulating additional training examples
through realistic transformations [30].

2.5 Model Selection, Architecture, and Training

This study utilized four CNN architectures—VGG19, ResNet50, InceptionV3,
and EfficientNetB0—chosen for their strong performance in image classification
and availability in pre-trained forms [31–34]. Pre-trained weights from ImageNet
were used, with the first 15 layers of each model frozen to retain low-level fea-
tures while fine-tuning the remaining layers for tumor classification [35]. Training
epochs were adjusted to suit each model’s characteristics, as detailed in Table 2.

The architecture of each model included batch normalization for stable train-
ing, a flatten layer to convert 2D data into a 1D vector, a dense layer with 16
units and ReLU activation for non-linearity, and a dropout layer (rate of 0.5) to
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Table 2. Model Architectures Used

Model Pre-trained WeightsFrozen LayersEpochs Used

VGG19 ImageNet 15 10

ResNet50 ImageNet 15 10

InceptionV3 ImageNet 15 20

EfficientNetB0 ImageNet 15 30

prevent overfitting [36]. The final layer used softmax activation to classify the
images as normal or tumor.

Training was performed using the Adam optimizer with a 0.001 learning rate,
known for its efficiency in complex parameter spaces [37]. The categorical cross-
entropy loss function was applied, and models were trained for 50 epochs with
early stopping based on validation loss to prevent overfitting. Performance was
assessed using accuracy, precision, recall, and F1-score, providing a comprehen-
sive evaluation of the models’ effectiveness.

3 Results

This section presents the results of the classification task, detailing the perfor-
mance of each convolutional neural network (CNN) architecture employed. The
evaluation metrics include accuracy, area under the curve (AUC), and loss, pro-
viding a comprehensive assessment of the models’ effectiveness in distinguishing
between normal and tumor tissues. The models evaluated in this study were
VGG19, ResNet50, InceptionV3, and EfficientNetB0. Each model was trained
and validated using the methodology described, with the results summarized in
Table 3 and illustrated in Figs. 4, 5, and 6.

3.1 Accuracy and AUC

Figures 6 and 5 illustrate the training and validation accuracies and AUCs,
respectively, of the different CNN architectures. ResNet50 and EfficientNetB0
demonstrated the highest training accuracies at 0.8514 and 0.8429, respec-
tively. However, EfficientNetB0’s validation accuracy was lower than expected at
0.5891, suggesting potential overfitting. VGG19 showed balanced performance
with training and validation accuracies of 0.7674 and 0.7738, respectively. The

Table 3. Performance metrics of CNN architectures in lymph node tumor detection

Model Training Accuracy Training AUCTraining Loss Validation Accuracy Validation AUCValidation Loss CPU Time

VGG19 0.7674 0.8658 0.4814 0.7738 0.8535 0.5343 54m 57 s

EfficientNetB0 0.8429 0.9293 0.3569 0.5891 0.6014 0.6888 20m 40 s

ResNet50 0.8514 0.9320 0.3594 0.6008 0.5896 0.6783 30m 32 s

InceptionV3 0.6518 0.7281 0.6548 0.7074 0.7641 0.6344 35m 17 s
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Fig. 4. Training and Validation Accuracy Curves of CNN Architectures: (A) VGG19,
(B) ResNet50, (C) InceptionV3, (D) EfficientNetB0

Fig. 5. Training and Validation AUC Curves of CNN Architectures: (A) VGG19, (B)
ResNet50, (C) InceptionV3, (D) EfficientNetB0
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Fig. 6. Training and Validation Loss Curves of CNN Architectures: (A) VGG19, (B)
ResNet50, (C) InceptionV3, (D) EfficientNetB0

AUC values followed a similar trend, with ResNet50 achieving the highest train-
ing AUC at 0.9320 and VGG19 showing a strong validation AUC of 0.8535,
indicating good model generalization.

3.2 Loss Metrics and Computational Efficiency

Figure 4 provides an overview of the training and validation losses. ResNet50
and EfficientNetB0 exhibited the lowest training losses, indicating efficient learn-
ing. However, EfficientNetB0’s higher validation loss (0.6888) compared to its
training loss (0.3569) highlights the need for better regularization to improve
generalization. In contrast, VGG19 showed more consistent loss metrics, with
a training loss of 0.4814 and a validation loss of 0.5343. InceptionV3’s training
loss was the highest at 0.6548, but its validation loss of 0.6344 indicates that it
performed reasonably well despite its lower accuracy metrics. In terms of com-
putational efficiency, EfficientNetB0 outperformed the other models with a CPU
time of 20 min and 40 s, compared to VGG19’s 54 min and 57 s, demonstrating
its efficiency despite its complexity. On the other hand, VGG19 and ResNet50,
both trained for 10 epochs, provided robust performance metrics, suggesting that
a moderate number of epochs is sufficient for these architectures. InceptionV3,
trained for 20 epochs, showed improvements in validation metrics, indicating
the benefits of extended training for more complex models. EfficientNetB0, with
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30 epochs, achieved high performance in CPU time but also exhibited signs of
overfitting, as seen in its lower validation accuracy and higher validation loss.

4 Discussion

The evaluation of various convolutional neural network (CNN) architectures
VGG19, ResNet50, InceptionV3, and EfficientNetB0-yielded insightful results
regarding their performance in pathology image analysis. Each model was
assessed using metrics such as accuracy, area under the curve (AUC), and com-
putational efficiency, providing a comprehensive view of their strengths and con-
siderations for practical deployment.

ResNet50 consistently demonstrated strong performance metrics, achieving
the highest training accuracy (0.8514) and training AUC (0.9320) among the
models. This indicates its capability to effectively learn and generalize complex
patterns in the training data, which is critical for accurate prediction in pathol-
ogy image classification tasks. VGG19 followed closely with competitive valida-
tion metrics (accuracy: 0.7738, AUC: 0.8535), highlighting its robustness and
reliability in capturing relevant features from the data. EfficientNetB0, known
for its computational efficiency, exhibited the lowest training loss, emphasizing
its effective utilization of training data. However, its validation accuracy (0.5891)
and AUC (0.6014) were notably lower, suggesting potential overfitting issues that
may require regularization techniques for improved generalization. InceptionV3,
despite showing higher training loss, demonstrated balanced validation metrics
(accuracy: 0.7074, AUC: 0.7641), indicating its adaptability and resilience in
capturing meaningful features from pathology images. EfficientNetB0 emerged
as the most efficient model in terms of CPU time (20 min and 40 s), making
it suitable for deployment in scenarios requiring rapid processing or resource-
constrained environments.

The results underscore the strengths of ResNet50 and VGG19 in pathology
image classification, offering high accuracy and reliable generalization across
different datasets. These models are well-suited for applications demanding pre-
cise diagnostic capabilities and disease prognosis. EfficientNetB0, while efficient
in training, requires strategies to address overfitting observed in validation met-
rics. Techniques such as regularization methods (e.g., dropout) or increased data
diversity could enhance its performance and reliability in real-world applications.
InceptionV3 presents a balanced option with moderate computational demands
and reasonable accuracy, making it a practical choice for scenarios prioritizing
a balance between model performance and resource efficiency. When comparing
our study with previous works, our research primarily emphasizes the assess-
ment of accuracy and AUC metrics. These metrics are crucial for evaluating
the CNN models’ ability to effectively distinguish between normal and tumor
tissues. Notably, while other studies such as [21–23] reported sensitivity met-
rics alongside accuracy and AUC, our study did not include sensitivity metrics
in the evaluation. This distinction highlights the emphasis placed on different
performance indicators across various studies in the field of medical image anal-
ysis. Regarding accuracy, our study achieved competitive results with VGG19
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and ResNet50, ranging from 76.74% to 85.14%. These accuracies are compara-
ble to those reported by [21], who attained 82% using various machine learn-
ing algorithms for breast cancer recurrence prediction. This suggests that our
CNN models effectively discriminate between normal and tumor tissues, per-
forming similarly or better than traditional machine learning methods in similar
tasks. In terms of AUC, our study showed strong performance, particularly with
ResNet50, which achieved a training AUC of 93.20% and a validation AUC of
58.96%. This aligns with the findings of [22], who reported AUC values of 90%
(internal) and 89% (external) using Inception V3, Inception-ResNet V2, and
ResNet 101 models. This consistency in AUC metrics underscores the robust-
ness of deep learning approaches in handling the complexities of ultrasound
image classification for lymph node metastasis detection. EfficientNetB0, despite
showing slightly lower validation accuracy and higher validation loss compared
to other models in our study, demonstrated efficient learning with a training
AUC of 92.93% and a validation AUC of 60.14%. Its computational efficiency,
with a reduced training time of 20 min and 40 s, makes it a viable option for
applications requiring rapid diagnostic processing.

In addressing RQ1, the performance of ResNet50, VGG19, InceptionV3,
and EfficientNetB0 in detecting tumor tissue in lymph node images varied sig-
nificantly across different metrics. ResNet50 and VGG19 showed strong training
performance, with accuracies of 0.8514 and 0.7674, respectively, while Incep-
tionV3, despite being trained for the most epochs, maintained a more balanced
performance across training and validation, indicating better generalization. Effi-
cientNetB0, although it displayed the shortest training time (20 min and 40 s),
exhibited significant overfitting, with a substantial drop in validation accuracy
(0.5891) compared to its training accuracy (0.8429). Regarding RQ2, the accu-
racy differences among these CNN architectures were notable, with ResNet50
achieving the highest training accuracy but suffering from overfitting during vali-
dation (0.6008), while VGG19 exhibited the highest validation accuracy (0.7738).
However, VGG19 required significantly more training time (54 min and 57 s),
which may not be favorable for practical applications where computational effi-
ciency is critical. InceptionV3, though having lower overall accuracy, demon-
strated more consistent results between training and validation, highlighting its
robustness. For RQ3, although ResNet50 and VGG19 showed strong detection
capabilities, InceptionV3 emerged as the most effective architecture for enhanc-
ing cancer detection and treatment due to its balanced performance, lower degree
of overfitting, and reasonable training time (35 min and 17 s), making it a poten-
tially more reliable model in clinical applications.

When considering the broader implications and applications, our study’s
results underscore the effectiveness of CNN architectures in pathology image
analysis. The ability to achieve high accuracy and AUC metrics demonstrates
the potential of deep learning models to enhance diagnostic accuracy and effi-
ciency in clinical settings. These findings contribute to advancing the use of AI in
healthcare by providing reliable tools for early disease detection and treatment
planning. In comparison with related works, our study contributes by focusing on
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a comprehensive evaluation of multiple CNN architectures specifically for lymph
node tumor detection from ultrasound images. While some studies may report
additional metrics like sensitivity, our emphasis on accuracy and AUC aligns
with current standards in medical image analysis and highlights the strengths
of CNN models in this domain.

5 Conclusion

Our study aimed to develop a binary classification model using convolutional
neural networks (CNNs) to identify tumor tissue in digital images of lymph node
sections. We evaluated the performance of four CNN architectures: ResNet50,
VGG19, InceptionV3, and EfficientNetB0, to determine the best-performing
model in terms of accuracy, sensitivity, and specificity. ResNet50 and VGG19
demonstrated the highest effectiveness in detecting tumor tissue. ResNet50
achieved a training accuracy of 0.8514 and a validation accuracy of 0.6008, while
VGG19 had a training accuracy of 0.7674 and a validation accuracy of 0.7738.
EfficientNetB0, despite high training accuracy (0.8429) and AUC (0.9293),
showed lower validation accuracy (0.5891) and higher validation loss (0.6888),
indicating potential overfitting. InceptionV3, trained for the most epochs, dis-
played balanced but lower performance metrics compared to ResNet50 and
VGG19. However, visualizations of training and validation curves highlighted
InceptionV3’s superior ability to maintain a stable balance between training and
validation metrics, with less divergence between them, which indicates a lower
degree of overfitting. Although the accuracy achieved was not as high as expected
for a trustworthy application, it is crucial to consider how well-balanced a model
is. For instance, while EfficientNetB0 and ResNet50 exhibited high accuracies
above 80%, they encountered severe overfitting issues during validation. This
highlights the importance of achieving a balance between accuracy and model
generalization to ensure reliable performance in practical applications.

On the other hand, the experimentation faced notable limitations due to the
small dataset used to avoid exceeding computational constraints, which may
have affected the generalizability of the findings. According to the dataset spec-
ifications, all images utilized in the study were acquired with the same sen-
sor. Although our analysis showed that data augmentation techniques improved
model robustness, further exploration is necessary to evaluate the model’s perfor-
mance with images captured from different sensors or camera sources. Assessing
how the model performs on data from varied acquisition conditions could pro-
vide valuable insights into its generalization capabilities and overall robustness
across diverse imaging environments.

Future work should focus on evaluating the model’s performance with new
tumor images from various sensors or camera sources. Although validation with
unseen images was conducted, assessing the model’s generalization to data from
different imaging conditions could provide deeper insights into its robustness.
Testing and training with images from diverse sources might reveal whether such
data influences model performance more than augmentation alone. Addition-
ally, expanding the dataset, fine-tuning CNN architectures, and implementing
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cross-validation techniques will help improve model generalization and mitigate
overfitting. Investigating advanced preprocessing methods and developing prac-
tical diagnostic applications will further enhance the model’s clinical utility and
effectiveness in cancer detection.
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Abstract. This paper presents a model based on Vision Transformer
for black Sigatoka detection in early stages, which is called ViTSigat.
A comparative of the performance with other proposed model based
on Convolutional Neural Network is performed. As first step, a pre-
processing is applied to a dataset of 98 videos, which were recorded from
a banana plantation using a mobile phone with high resolution camera.
The obtained images from each video generated a total of 1500 images,
which were normalize and divided in four stages/categories. Different
setting parameters were used to train ViTSigat and CNN models. Like-
wise, both models used the same optimizer, loss function and learning
rate. The obtained results were evaluated considering the accuracy, pre-
cision, recall and f1-score metrics, including the confusion matrix and
ROC curves. A saliency map is used to show the relevant areas where
the leaves could be affected due to the infection by black Sigatoka. The
experimental results of the proposed models show that the ViTSigat
model based on transformer encoder obtains better performance since
its attention modules focus on important features of input data instead
of take attention to non-useful information.

Keywords: Vision Transformer · Convolutional Neural Network ·
Black Sigatoka · Attention modules

1 Introduction

Banana farming is one of most important activities in some Latin American
countries, having an important role in socio-economic in developing countries.
This activity can be performed in all tropical regions. According to mentioned
by Food and Agriculture Organization of the United Nations (FAO) [9], the
banana production in Latin America and the Caribbean reached 14.5 M tons in
2022 and could reach 36 M tons in 2030. Ecuador is the world’s leading producer
and exporter of bananas with a production of 5.9M tons. In [7], Continuous
Agricultural Surface and Production Survey (ESPAC) published that the banana
production in Ecuador increased to 7.2 M tons in 2023.
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Currently, agricultural producers are searching strategies that can help to
check large hectares of banana plantations to avoid losses of production due to
different banana plant diseases, between them, black Sigatoka. A strategy is the
inclusion of technological devices such as drones, which can be used to fumi-
gate plantations. However, it is important to first recognize where the banana
plantation has been affected to focus the spraying, and thus reduce costs.

Black Sigatoka disease can reduce the quality of the product, or even, increas-
ing the probability of losing 100% of banana production, mainly when the control
performed by the agronomist are deficient. This disease is also known as black
leaf streak, which has a bunch of intimately correlated fungi. When this infection
affects a large part of the leaves, the plants die due to interrupts performing pho-
tosynthesis. In [1], the authors have indicated that this infection destroys leaf tis-
sue, doing that visual patterns are presented. This can be leveraged by computer
vision techniques to develop new methods to detect this type of disease. The
authors in [23] have proposed to use Gaussian filters to soften images, including
the usage of thresholds to identify patterns of banana plant diseases considering
different visual representation systems such as HSV, TSL, LAB, and YCbCr.
However, these proposals are validated under a controlled environment where
lighting conditions are constants, doing that thresholds images are not optimal.

In past years, other proposals had used classic machine learning techniques
to extract important features of images, and thus, classify banana plantation
diseases. In [26], the authors have proposed to use the space color YCbCr con-
sidering threshold operations together with supervised learning models such as
support vector machines, to classify images of leaves infected with black Siga-
toka. Likewise, other techniques as wavelet transform, Fourier transform, SIFT,
and SURF [4,17,24,27] have been used to extract important features, and thus,
train different architectures such as k-neighborhoods and neural networks [6].
Other proposed approach in [18], the authors have used a k-Fold cross-validation
method for detecting banana plant diseases such as banana bacterial wilt (BBW)
and banana black Sigatoka (BBS). In this proposal different classifiers were
considered such as Nearest Neighbors [16], Decision tree [13], Random forest
[5], Extremely Randomized Trees [10] and support vector classifier [11,12]. The
obtained results by Extremely Randomized are better than other classifiers to
identify disease BBS. Other work was proposed in [2], where the authors had
used an artificial neural network to detect leaf disease and classification of the
disease. For this, the color and HOT (Histogram of Template) of images are
extracted to train the proposed approach, and then, the total percentage of the
affected area is considered to classify the image by its disease type. However,
these proposed approaches are only limited to detect the presence of these dis-
eases when a large part of the leaves of banana plant have been already infected,
hence, they are not useful to detect banana plant diseases (i.e., black Sigatoka) in
early stage, becoming an important challenging to be solved since they could help
to perform effective control of this disease. Considering the detection in early
stage of black Sigatoka, the authors in [14] have proposed to use a SVM classifier
with radial basis function (RBF) kernels, where the images used are close-range
hyper-spectral remote sensing images. In order to extract spectral-spatial fea-
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tures from banana leaves at both earlier and late stages, Morphological openings
and closings are used, which helped to improve time-series hyper-spectral images
analysis, getting better predictions of black Sigatoka in early stage (i.e., early
detection, mid detection and late detection).

During the last years, the usage of Convolutional Neural Networks (CNNs)
have become a powerful tool for image processing, being used in precision agri-
culture applications such as leaf and stem counts, plant recognition just to men-
tion a few tasks. In this address, the authors in [1] have been proposed to use
LeNet architecture to classify Banana Leaf Diseases (i.e., healthy, black Siga-
toka and black speckle) using RGB images and the grayscale images, showing
appealing results even under challenging conditions such as illumination, com-
plex background, different resolution, size, pose, and orientation. In [20], the
authors have proposed to use a pre-trained ResNet50 model to classify healthy
or unhealthy banana leaf with black Sigatoka disease. The used images are of
112 × 112 pixel (RGB channels). Data augmentation was considered to increase
the number of images during the training phase. This approach achieves 96.4%
of overall accuracy. A similar work is presented in [22], where the authors have
utilized the ResNext50 model to classify the Seriousness levels of Sigatoka illness
in banana leaves. The dataset contains 10k images, which are labeled using five
seriousness levels for training process of proposed model. The model obtained
an overall accuracy of 95.53%. In [19], the authors have presented a CNN model
to identify leaves with Sigatoka leaf spots and healthy leaf of banana plant. The
proposal considered 2k images where 1.6k were used for training process and the
remainder was used for testing. The dataset contained enormous, erratic swaths
of desiccated tissue, including rusty brown to black patches encircled by a yellow
halo, which are the first signs of the condition. The obtained result showed that
disease detection accuracy of the intended model was 96.41%.

In the current work, to our knowledge, it is first approach that use Vision
Transformer (ViT) architecture for black Sigatoka detection in early stage. The
proposed architecture divides the images in small patches to pay more attention
to important features of image into learning process, and thus, improve the
results. This research has the following contributions:

– Generate a dataset of leaves of banana plants considering early stages of
infections process of black Sigatoka (four stages), which are used for training
process of proposed model.

– Develop two architectures for black Sigatoka detection in early stages. First,
a ViT based architecture and second, a CNN based architecture.

– Compare the experimental results of proposed model with obtained results
of CNN to show that the approach based on ViT models offer better perfor-
mance.

The remainder of the paper is organized as follows. In Sect. 2, the material
and methods used in this article are presented, including dataset, proposed mod-
els and metrics used in this study. Experimental results are reported in Sect. 3,
the discussion of obtained results is presented in Sect. 4. Finally, conclusions are
given in Sect. 5
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Fig. 1. Farm of banana plantation located in Marcabeli, province El Oro.

Fig. 2. Leaves of banana plant: Early stage of black Sigatoka.

2 Material and Methods

2.1 Dataset Collection

The dataset for the proposed approach consists of around 1500 images of leaves
of banana plants, both healthy and infected by black Sigatoka. For this, 98 videos
of banana plants were collected from a banana plantation located in Marcabeli
province El Oro (see Fig. 1 ). Each video had a duration of around one minute,
which was captured using a mobile phone with high resolution camera sensor
(1440p@30fps) considering a distance of 30 cm respect to leaves of banana plant.



ViTSigat: Early Black Sigatoka Detection in Banana 121

Fig. 3. CNN architecture for black Sigatoka detection

2.2 Image Pre-processing

As pre-processing dataset, the images were extracted from each video recorded
previously, generating a total of 1500 images, which were random cropped and
resized to 224 × 224 pixels for training process. Likewise, to normalize the
images, the mean value of intensity of pixels and standard deviation were com-
puted and subtracted in each image. The pre-processing mentioned above has
also been used during the evaluation phase, with the difference that a center crop
on images is used instead of a random crop. According to the obtained images,
they were classified in four early stages of infections process of black Sigatoka
(see Fig. 2).

2.3 Methods

To perform the black Sigatoka detection, two architectures were proposed with
the goal of detecting this disease in early stages. The images dataset used by
these architectures for solving this task contains three channels (RGB). The
architectures are described below.

Convolutional Neural Network. It is a class of feed-forward neural network,
which can learn feature of images using filters (i.e., kernel) optimization. The
CNNs are used task with images, speech or audio signal inputs, and they have
three types of layers: Convolutional layer, pooling, fully connected layer; being
the first, the core building block of a CNN since it is where the majority of
computation occurs. Usually, the input corresponds to RGB image, hence, three
dimensions are required (width, height and depth). Likewise, a feature detector
is required, which is known as kernel or filter, and move across the receptive
fields of the image, checking if the feature is present.
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Fig. 4. Transformer architecture: The image is divided into fixed-size patches, which are
flattened; and together to the position embeddings are feed to a standard transformer
encoder. The illustration of the Transformer encoder was inspired by [25].

The proposed architecture consists of two convolutional layers, two max-
pooling and fully-connected (see Fig. 3). Both convolutional layers used a kernel
size of 3 × 3. Additional, ReLU activation function was considered to intro-
duce a non-linearity to the network. A max-pooling process is also performed,
which consists to calculate the maximum activation value for each sub-windows
to create a feature map, reducing the spatial dimensions of an input volume.
Finally, feature map is flattened for getting a feature vector, which is connected
to fully connection layer. This layer uses a softmax activation function [15] to
estimate the class membership likelihood (stage1, stage2, stage3, stage4), which
corresponds to the infection levels by black Sigatoka of banana plant.

Vision Transformer. It is a transformer designed for computer vision tasks,
where the inputs are images divided into a series of patches, and then serialized
each one into a vector [8]. These vectors are mapped to smaller dimension and
processed by a transformer encoder. Although this scheme has been designed
previously for natural language processing tasks, they have shown to be powerful
in capturing spatial dependencies in visual data. In details, the proposed ViT
receives as input 2D images, which are reshaped from x ∈ R

H×W×C to sequence
of flattened 2D patches xp ∈ R

C×N where (H,W ) corresponds to the resolution
of the original image, C is the number of channels; and finally, N corresponds to
the number of patches obtained by (H×W )/P 2, where P is the resolution of each
image patch. The output of this process is referred as Patch embeddings. The
Position embeddings are added to these patch embeddings to retain positional
information (see Eq. 1)
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ω0 = [Iclass|I1pE; I2pE; . . . ; INp E] + Epos, (1)

where I corresponds to the image, p is the resolution of each image patch, E ∈
R

C×D and Epos ∈ R
(N+1)×D.

The output of ω is used as input to the Transformer encoder. According to
mentioned in [25], the encoder consists of alternating MultiHead self-attention
(MSA) layers and MultiLayer perceptron (MLP) blocks. Likewise, a LayerNorm
(LN) [3] is applied before each block (see Eqs. 2 and 3). Finally, a linear trans-
formation is applied to obtain the output of proposed model (see Eq. 4).

λ = MSA(LN(ω0)) + ω0, (2)

β = MLP (LN(λ)) + λ (3)

y = Lin(LN(β)) (4)

where Lin is used to apply a linear transformation of obtained result of the blocks
(MSA) and (MLP ). The proposed architecture considering Vision Transformer
scheme is showed in Fig. 4.

2.4 Metrics

A set of metrics such as accuracy, precision, recall/sensitivity and F1 score are
used to measure the performance of the proposed approach, including a confu-
sion matrix. These metrics are commonly used in classification problems. The
obtained values near to 1 suggest more accurate of model. These metrics are
formulated as:

accuracy =
TN + TP

TP + TN + FP + FN
(5)

precision =
TP

TP + FP
(6)

recall(or)sensitivity =
TP

TP + FN
(7)

F1Score = 2 × precision × recall

precision + recall
(8)

where TP (true positive), TN (true negative), FP (false positive), FN (false
negative).

– TP: model predicts true, and ground-truth is true.
– TN: model predicts false, and ground-truth is false.
– FP: model predicts true, and ground-truth is false.
– FN: model predicts false, and ground-truth is true.
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Table 1. Parameter settings of the proposed model (ViTSigat)

Embedding Dims Layers Heads Patches Patches Size MLP Size

126 3 3 196 16 256

Table 2. Performance evaluation of the proposed models (CNN and ViTSigat models)

Models Metric Stage 1 Stage 2 Stage 3 Stage 4

CNN Accuracy 0.85

Precision 0.78 0.80 0.84 0.96

Recall 0.80 0.93 0.86 0.81

F1 Score 0.79 0.86 0.85 0.88

ViTSigat Accuracy 0.96

Precision 0.92 0.94 0.96 1

Recall 0.96 0.96 1 0.91

F1 Score 0.94 0.95 0.98 0.95

3 Experimental Results

As mentioned above, a ViT model known as ViTSigat is used to detect the
disease of black Sigatoka in early stage in leaves banana plants. Additionally,
other architecture using CNN has also been considered to tackle this problem.
PyTorch library in python is used to implement these models. The details on the
experimental results using the proposed models mentioned above are presented
in this section. The dataset considered for training of proposed models was pre-
sented en Sect. 2.1, which is divided into four stages, each stage had around of
366 RGB images. The images pre-processing were presented in 2.2. Basically,
the images were random cropped and resized to 224 × 224 pixels, and then
normalized them considering the mean values of pixels and standard deviation.
For training process, a set of 1244 RGB images were used to feed the proposed
models, which were trained until 200 epochs. In the evaluation a set of 200 RGB
images were considered.

The CNN proposed model in this study was set using two convolutional layers
with output channels (32 and 64 respectively), and kernel of 3. MaxPooling 2D
is considered with kernel of 2. ReLU as activation function was used for each
Convolutional layer and Maxpooling, including a linear transformation as final
layer of model. CrossEntropy loss function and Adam optimizer are used to
train the network with a learning rate of 0.001, and batch size of 16. The second
proposed model (ViT) uses the same optimizer, loss function and learning rate
that CNN model mentioned above. Additional variables for training process such
as numbers of layers, head, patches of images are set according to the Table 1.

Experimental results obtained with the proposed models are presented in
Table 2. The models were trained using different parameters setting. The results
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Fig. 5. Confusion Matrix of results obtained by proposed models. (a) CNN model (b)
ViTSigat model.

of both models were compared between them by using metrics mentioned in
Sect. 2.4, being the results of ViTSigat model better than the obtained results by
CNN model. Figure 5 shows the confusion matrix of the both models, considering
the metrics mentioned previously. The ROC curves were used to compare the
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Fig. 6. ROC curves for the proposed model (ViTSigat).

true-positive rate and the false-positive rate of early stage of black Sigatoka for
ViTSigat model (see Fig. 6).

3.1 Visualising Relevant Patches

Figure 7 shows example of saliency maps produced by ViTSigat. According to
[21], the saliency map is the magnitude of the gradient of the loss function with
respect to the pixel intensities, which is used as an indicator to determine if
the leaves of banana plants are diseased due to the infection by black Sigatoka.
ViTSigat model divides the images in different patches, which allows to focus in
relevant areas where the leaves could be affected, and thus, pay more attention
to these patches and extract features important for training process. However,
a surprising result is that ViTSigat is also sensitive to excessive light changes,
which could affect the final result, being essential to capture images correctly.

4 Discussion

As mentioned previously, the obtained results for each proposed model (CNN
and ViTSigat) are showed in Table 2. The results of prediction using ViTSigat
model show better performance in all metrics (accuracy, precision, recall and F1-
Score) if they are compared with CNN proposed model. Likewise, the trainable
parameters of proposed models, which allow to evaluate the computational cost,
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Fig. 7. Saliency maps. This figure shows the relevant patches to identify the early
stages of black Sigatoka by using ViTSigat model.

were of 25 M trainable parameters for CNN models and 438K trainable parame-
ters for ViTSigat, being the second model more lighter that the first model. Since
the CNN model evaluates all pixels of the image, including non-useful pixels to
detect areas where the leaves have been affected by black Sigatoka, the obtained
results of this model were less accurate. For the Stage 1, the results of precision
and recall metrics (0.78 and 0.80) show that the model is not able of getting
relevant features of the leaves of banana plants. This may be due to that the
black Sigatoka in Stage 1 are not easily visible since that the leaves of banana
plants do not have a significant change in its color, doing that the image have
poor texture/ relevant features to be analyzed. However, the obtained results of
CNN model for the Stage 4 were better in precision and recall metrics (0.96 and
0.81) than other stages. This is due to the variability of intensity of pixels in
the image, since the level of infection of the leaves by black Sigatoka (Stage 4)
have rich textures/relevant features, doing visible the significant change in color
(green color to yellow/brown/black colors).
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Unlike of CNN model, ViTSigat model, which use transformer encoder, are
able to learn large order dependence in data sequence, i.e., patches of the images,
which include the position embedding of each patch as input data to the trans-
former encoder. The obtained results were better than CNN proposed model
mentioned above. In contrast to the results obtained by CNN model in Stage
1, the obtained results by using ViTSigat model for precision and recall met-
rics (0.92 and 0.96) are better. This is due to that the model finds relation-
ship/dependence between patches of images, which help to the model to get
better results. Furthermore, the analysis of the image for black Sigatoka detec-
tion is performed for each patch, whose results are used to feed by transformer
encoder. This allowed to focus on important features of input data instead of
take attention to non-useful information. Likewise, the obtained results for the
Stage 4 for precision and recall metrics (1.0 and 0.91) were better if they are
compared with the obtained results for CNN model. This is due to the rich tex-
tures of the image when the levels of infection by black Sigatoka are high as well
as the usage of patches to divide the image, and thus, analyze each patch of the
leaves of banana plants to find significant change in its color.

5 Conclusions

This paper addresses the challenging problem of black Sigatoka detection in early
stage in banana plants. This disease can reduce the quality of the product or
even lead to total loss of banana production, mainly when the human control is
deficient. The preventive control of banana farming has become in a important
step to avoid losses of production. During last years, the usage of technological
devices such as drones, which can be used to fumigate plantations. However, to
reduce cost, it is important to first recognize the disease in the leaves of banana
plants before of spraying the whole plantation. In this study, the analysis of
black Sigatoka have allowed to divide it in four stage (from 1 to 4) where stage 1
corresponds when the infection in the leaves of banana plants by black Sigatoka
are not easily visible, and stage 4 corresponds to an advanced infection by black
Sigatoka in the leaves of banana plants, which is visible due to the change in
its color. The two proposed models are compared to determine the accuracy of
trained models (CNN and ViTSigat models), whose obtained results showed a
better performance by using the second model. The manuscript shows that the
attention modules of transformer encoder can help to find relevant features and
estimate black Sigatoka in early stage more accurately. The obtained precision
for black Sigatoka detection using Vision Transformer could be used like a base to
develop new proposals that allow take advantage of attention modules, patches
and position embeddings. Future works will be focused on extending the usage
of multi-spectral images as additional information to the model as well as design
hybrid models that allow to use CNN embedded models to filter important
features of other inputs data.



ViTSigat: Early Black Sigatoka Detection in Banana 129

References

1. Amara, J., Bouaziz, B., Algergawy, A.: A deep learning-based approach for banana
leaf diseases classification. In: Datenbanksysteme für Business, Technologie und
Web (2017)

2. Anasta, N., Setyawan, F.X.A., Fitriawan, H.: Disease detection in banana trees
using an image processing-based thermal camera. IOP Conf. Ser. Earth Environ.
Sci. 739(1), 012088 (2021). https://doi.org/10.1088/1755-1315/739/1/012088

3. Ba, J.L., Kiros, J.R., Hinton, G.E.: Layer normalization. arXiv preprint
arXiv:1607.06450 (2016)

4. Bay, H., Ess, A., Tuytelaars, T., Van Gool, L.: Speeded-up robust features (surf).
Comput. Vis. Image Underst. 110(3), 346–359 (2008)

5. Breiman, L.: Random forests. Mach. Learn. 45, 5–32 (2001)
6. Camargo, A., Smith, J.: Image pattern classification for the identification of disease

causing agents in plants. Comput. Electron. Agric. 66(2), 121–125 (2009). https://
doi.org/10.1016/j.compag.2009.01.003

7. Continuous Agricultural Surface and Production Survey (ESPAC): Technical
bulletin. https://www.ecuadorencifras.gob.ec/documentos/web-inec/Estadisticas
agropecuarias/espac/2023/Boletin tecnico ESPAC 2023.pdf (2024). Accessed 7
Jun 2024

8. Dosovitskiy, A., et al.: An image is worth 16 x 16 words: transformers for image
recognition at scale. ArXiv abs/2010.11929 (2020)

9. Food and Agriculture Organization of the United Nations (FAO): Banana market
analysis. https://openknowledge.fao.org/server/api/core/bitstreams/b7c671ae-
c669-4f54-a7d2-c2fc9e4a489f/content (2023). Accessed 7 Jun 2024

10. Geurts Pierre, E.D., Wehenkel, L.: Extremely randomized trees. Mach. Learn. 63,
3–42 (2006). https://doi.org/10.1007/s10994-006-6226-1

11. Hsu, C.W., Chang, C.C., Lin, C.J., et al.: A practical guide to support vector
classification (2003)

12. Keerthi, S.S., Chapelle, O., DeCoste, D.: Building support vector machines with
reduced classifier complexity. J. Mach. Learn. Res. 7(55), 1493–1515 (2006)

13. Li, R.H., Belford, G.G.: Instability of decision tree classification algorithms. In:
Proceedings of the Eighth ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, pp. 570–575 (2002). https://doi.org/10.1145/775047.
775131

14. Liao, W., Ochoa, D., Gao, L., Zhang, B., Philips, W.: Morphological analysis for
banana disease detection in close range hyperspectral remote sensing images. In:
IGARSS 2019—2019 IEEE International Geoscience and Remote Sensing Sympo-
sium, pp. 3697–3700 (2019). https://doi.org/10.1109/IGARSS.2019.8899087

15. Liu, W., Wen, Y., Yu, Z., Yang, M.: Large-margin softmax loss for convolutional
neural networks. arXiv preprint arXiv:1612.02295 (2016)

16. Ma, Z., Kaban, A.: K-nearest-neighbours with a novel similarity measure for intru-
sion detection. In: 2013 13th UK Workshop on Computational Intelligence (UKCI),
pp. 266–271 (2013). https://doi.org/10.1109/UKCI.2013.6651315

17. Mortensen, E.N., Deng, H., Shapiro, L.: A sift descriptor with global context. In:
IEEE Computer Society Conference on Computer Vision and Pattern Recognition,
CVPR 2005, vol. 1, pp. 184–190. IEEE (2005)

18. Owomugisha, G., Quinn, J.A., Mwebaze, E., Lwasa, J.: Automated vision-based
diagnosis of banana bacterial wilt disease and black sigatoka disease. https://api.
semanticscholar.org/CorpusID:32978365

https://doi.org/10.1088/1755-1315/739/1/012088
http://arxiv.org/abs/1607.06450
https://doi.org/10.1016/j.compag.2009.01.003
https://doi.org/10.1016/j.compag.2009.01.003
https://www.ecuadorencifras.gob.ec/documentos/web-inec/Estadisticas_agropecuarias/espac/2023/Boletin_tecnico_ESPAC_2023.pdf
https://www.ecuadorencifras.gob.ec/documentos/web-inec/Estadisticas_agropecuarias/espac/2023/Boletin_tecnico_ESPAC_2023.pdf
https://openknowledge.fao.org/server/api/core/bitstreams/b7c671ae-c669-4f54-a7d2-c2fc9e4a489f/content
https://openknowledge.fao.org/server/api/core/bitstreams/b7c671ae-c669-4f54-a7d2-c2fc9e4a489f/content
https://doi.org/10.1007/s10994-006-6226-1
https://doi.org/10.1145/775047.775131
https://doi.org/10.1145/775047.775131
https://doi.org/10.1109/IGARSS.2019.8899087
http://arxiv.org/abs/1612.02295
https://doi.org/10.1109/UKCI.2013.6651315
https://api.semanticscholar.org/CorpusID:32978365
https://api.semanticscholar.org/CorpusID:32978365


130 Charco et al.

19. Samridhi, S., Kalpana, M., Parimalarangan, R., Palanichamy, N.V.: Identification
of Sigatoka leaf spot disease in banana using convolutional neural network (CNN).
Asian J. Agric. Exten. Econ. Sociol. 41(9), 931–936 (2023)

20. Senthil Kumar, A., Ademe, M., Ananda Kumar, K.S., Adusumalli, S., Venkata
Subbarao, M., Sudhakar, K.: Detection of leaf black sigatoka disease in enset using
convolutional neural network. In: Zen, H., Dasari, N.M., Latha, Y.M., Rao, S.S.
(eds.) Soft Computing and Signal Processing, pp. 301–310. Springer Nature Sin-
gapore, Singapore (2024)

21. Simonyan, K., Vedaldi, A., Zisserman, A.: Deep inside convolutional net-
works: visualising image classification models and saliency maps. arXiv preprint
arXiv:1312.6034 (2013)

22. Singh, P., Kumar, A., Shobhit, Chandel, R., Dongre, P.: Deep learning insights into
banana sigatoka disease: Resnext50 for seriousness classification. In: 2024 IEEE
International Conference on Interdisciplinary Approaches in Technology and Man-
agement for Social Innovation (IATMSI), vol. 2, pp. 1–6 (2024). https://doi.org/
10.1109/IATMSI60426.2024.10503074

23. Singh, V., Misra, A.: Detection of plant leaf diseases using image segmentation
and soft computing techniques. Inf. Process. Agric. 4(1), 41–49 (2017). https://
doi.org/10.1016/j.inpa.2016.10.005

24. Sneddon, I.N.: Fourier transforms. Courier Corporation (1995)
25. Vaswani, A., et al.: Attention is all you need. Adv. Neural Inf. Process. Syst. 30

(2017)
26. Vidhya, N., Priya, R.: Detection and classification of banana leaf diseases using

machine learning and deep learning algorithms. In: 2022 IEEE 19th India Council
International Conference (INDICON), pp. 1–6 (2022). https://doi.org/10.1109/
INDICON56171.2022.10039912

27. Zhang, D., Zhang, D.: Wavelet transform. In: Fundamentals of image data mining:
analysis, features, classification and retrieval, pp. 35–44 (2019)

http://arxiv.org/abs/1312.6034
https://doi.org/10.1109/IATMSI60426.2024.10503074
https://doi.org/10.1109/IATMSI60426.2024.10503074
https://doi.org/10.1016/j.inpa.2016.10.005
https://doi.org/10.1016/j.inpa.2016.10.005
https://doi.org/10.1109/INDICON56171.2022.10039912
https://doi.org/10.1109/INDICON56171.2022.10039912


Automatic Parking Space Segmentation
Using K-Means Clustering and Image

Processing Techniques

Anthony Xavier Romero Gonzalez , Kevin Sebastian Campoverde Ambrosi ,
Patricio Eduardo Ramon Celi , Alexandra Bermeo , Marcos Orellana ,

Jorge Luis Zambrano-Martinez(B) , and Patricio Santiago Garćıa-Montero
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Abstract. Proper management of parking spaces is essential in urban
environments. This study proposes an approach for parking space seg-
mentation using the K-means algorithm and the OpenCV library. The
main objective is to determine the trapezoid describing the parking
area by analyzing data previously collected from multiple photographs.
These images contain several vehicles parked in different dispositions and
moments in time. For this, the coordinates of the four leading edges that
compose each car were considered. The previously obtained data were
used to estimate the trapezoid defining each photograph’s parking zone.
This approach combines segmentation and image processing techniques
to delimit parking spaces in urban environments.

Keywords: DBSCAN · K-means · OpenCV · Segmentation of smart
parking · YOLO

1 Introduction

The detection of free spaces concerning parking occupancy is a challenge in
parking applications or smart sites. In this context, using deep neural networks
is effective and optimal for solving this problem. Carrasco et al. [5] approach
vehicle detection in parking lots using the You Only Look Once(YOLO) model
and convolutional neural networks at multiple scales. Their version is specifically
designed to detect small cars from a zenith view. This modification uses a multi-
scale module and spatial/channel attention mechanisms to improve performance
in this application. An additional advantage of the proposed modification is its
ability to detect small vehicles with high accuracy, outperforming even the multi-
version solution of the YOLO-v5 model. It was concluded that the modification
decreased detection speed compared to the small and medium car profiles of
the YOLO-v5 algorithm [11]. However, it still outperforms the large car profiles.
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Therefore, the modified model achieves an effective balance between accuracy
and speed. In addition, the results have implications for developing intelligent
parking systems.

In their research, Alsheikhy et al. [1] apply a convolutional neural network
model to detect parked lines in images. Their approach uses Canny edge detec-
tion, Gaussian blur, and Hough EDGE detection techniques. These techniques
allow the identification of horizontal and vertical lines that compound the park-
ing grid. In another study by Athira et al. [2], they use the “OCR-based parking
slot detection system” model. The implementation consists of assigning numbers
to each parking slot, physically painting them, and processing the image using
Optical Character Recognition (OCR) to identify the presence of the numbers. In
image recognition and label assignment, the authors of [12] propose an approach
based on YOLO-v4 to identify objects within an image and classify them using
labels. Specifically, vehicle recognition uses a methodology in which a bounding
box of four coordinates is drawn around each detected vehicle. The correspond-
ing parking area is established based on the identified vehicles’ position.

In addition, within this project, the proposed solution for a parking lot
equipped with an intelligent system is presented to achieve an optimal use of
space. This project will benefit the community by allowing them to quickly find
a suitable parking space, especially during peak hours. It has been observed that
particular lot A saturates faster than parking lot B. By implementing this multi-
parking comparison system, users can select the location with available spaces,
thus avoiding the frustration of visiting busy parking lots and optimizing their
search time.

Parking space recognition technology is based on identifying the type of
space and determining the parking space’s entrance and direction. Determin-
ing the type of parking space is mainly done by placing the corner points of
the space [18]. The localization of detected objects and their object recogni-
tion/classification are integral parts of the machine vision-based object detec-
tion and recognition algorithm. Machine vision-based systems using image pro-
cessing techniques fall into recognition-based and appearance-based categories
[6]. By learning the features of cars and classifying them from the input image
regions, the recognition-based approach aims to arrange them into predefined
parking spaces. In contrast, appearance-based calculations calculate space from
appearance features such as orientation histogram density, masked area, or image
subtraction.

The detection of parking stalls using YOLO-v3 uses a Darknet structure and
two DBL units used repeatedly in the YOLO-v3 architecture to form residual
blocks and build a deep and efficient network, mitigating problems such as gradi-
ent degradation [8]. Moreover, it applies convolutions and cascade operations to
extract features from the input image and two ResNet units [10]. Its architecture
comprises residual blocks that can be stacked to form networks without slowing
down performance. Clustering with K-means is also included, which classifies the
parking stall space [8]. The theoretical framework focuses on parking efficiency,
using occupancy and duration as critical indicators. A prediction system consist-
ing of two modules is proposed: occupancy prediction and duration estimation.
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The K-means clustering algorithm is used to classify parking spaces with sim-
ilar patterns. An occupancy prediction model is trained for each group, while
regression models the duration. Combining both indicators provides drivers with
information about empty parking spaces [15]. Moreover, in the study presented
by [14], the authors use the path-finding algorithm-based Ant Colony Optimiza-
tion (ACO) approach, whose aim is to find an acceptable path with graphs and
heuristic knowledge to find optimal solutions in a parking lot study.

Once the object is identified, the object metric, built based on the YOLO-v3
structure, is obtained, and the coordinates of the four vertices of the quadrilat-
eral accurately encompassing the parking space are estimated. Standard object
detectors, such as YOLO-v3, calculate the width, height, and center coordinates
since their goal is to find a horizontal bounding box enclosing an object [9]. In
this context, the technique of comparing the vertices of different bounding boxes
generated based on the dimensions of several cars in the same area is employed.

This technique forms clusters corresponding to each vertex of different bound-
ing boxes within an area. By obtaining the cluster centers of each vertex, rele-
vant information can be generated to establish parking spaces based on the data
obtained from multiple cars. They are assigning an appropriate space to make
known the spaces where vehicles can be parked.

Finally, this document is organized as follows: Sect. 2 contains the method-
ology of the work. Section 3 presents the results, and finally, Sect. 4 contains the
conclusions of this research.

2 Methodology

The methodology presented in Fig. 1 consists of four stages: i) Data preprocess-
ing, ii) Delimitation of possible clusters, iii) Clustering application, and iv) Space
segmentation. In each stage, the input and output files are included along with
the implemented guidelines. The first stage reduces rows with null values and
reduces data noise. The delimitation of possible clusters determines the maxi-
mum number of clusters with K-means to analyze their Silhouette coefficient.
The next stage, the clustering application, generates a dataset with the optimal
number of clusters and their label. Finally, in the space segmentation, the park-
ing spaces are generated in the analysis image under study by applying Open
Source Computer Vision (OpenCV) algorithms.

2.1 Data Preprocessing

This activity discusses the data set and the cleaning techniques used. The data
consists of corner coordinate information of rectangles representing parked cars
in images. The images belong to the dataset presented in the work of Almeida
et al. [7]; the dataset contains 695,899 images of two parking lots in different
scenarios and environmental variations, which makes it a robust dataset for
research purposes. In this case, 900 photos of one of the parking lots have been
used to detect the vehicles present using YOLOv8 and generate the dataset with
the coordinates of the vehicles.
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Fig. 1. Research Methodology Phases represented with SPEM 2.0

For the detection, the pre-trained model of greater precision YOLOv8x was
used with the predicted mode to run the predictions in the image directory. The
classes parameter was also configured to detect only the vehicles in the images.
The ’Cluster’ field is included with integer values corresponding to the previ-
ously calculated cluster number. Likewise, each cluster’s x and y coordinates
of the centroid are included. Since the features of interest comprise the corner
coordinates, only consider the columns corresponding to points in the x and y
axes. The initial dataset features are presented in Table 1. The filtering process
involves the removal of null data, along with the application of the Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) algorithm. DBSCAN
is a density-based clustering algorithm that is particularly effective for identi-
fying outliers and noise in the data. It helps to remove coordinates far from
the center points. The parameters used in DBSCAN include an epsilon value of
0.5 and a minimum number of samples set at five. These values represent the
default parameters of the algorithm. They are considered optimal in terms of
performance and representation of the underlying structure of the data [17].

2.2 The Delimitation Number of K-Means

The second stage of the study seeks to determine the number of potential clusters
and calculate their silhouette coefficient. Therefore, it is necessary to analyze the



Automatic Parking Space Segmentation Using K-Means 135

Table 1. Dataset characteristics

Features Description

Type Cluster of vehicles in a parking lot

Size 10,829 records

Coordinates 4 for each parking lot

Maximum number of clusters 21

Fig. 2. Minimum diagonal between x1 and x3 coordinates

complete set of coordinates that compound the parking space, identifying the
value of the smallest diagonal that spans from the point (x1, y1) to the end (x3,
y3), as shown in Fig. 2.

In the study, the convex envelope is calculated to determine the value of the
area of the points that compound the parking lot. This structure is fundamental
in computational geometry and consists of the most miniature set of points that
completely encloses a given set of points in an Euclidean space [13]. By joining
these points, a polygon is obtained. The generated polygons’ area represents the
total area of the parking lots, as shown in Fig. 3. The ratio between the polygon’s
total area and the minor diagonals’ rectangular area determines the maximum
possible number of parking lots, obtaining a value of 88.

2.3 Clustering K-Means

As Bishop [3] described, the K-means algorithm is a powerful clustering method
used to identify groups in data sets. It is particularly effective in partitioning
data into a predefined number of clusters to minimize the distance within each
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Fig. 3. Convex Envelope

cluster and maximize the distance between clusters. In our study, we chose the
K-means algorithm for its unique ability to cluster the edge coordinate data of
parked vehicles in images, enabling accurate segmentation and delimitation of
parking spaces.

The silhouette index is a metric that quantifies the cohesion and separation
of the groups obtained by the clustering algorithm [16]. Properly managing park-
ing spaces in urban environments is necessary to ensure accuracy and reliable
segmentation. Using the silhouette index allowed us to quantify the cohesion
and separation of the clusters formed by the algorithm, which presents valuable
information about the quality of the segmentation performed. A high silhouette
index value indicates that the data within each cluster is highly cohesive and
well separated from the data in other clusters [16].

Figure 4 shows the silhouette coefficient as a function of the number of clus-
ters. A prominent peak in the silhouette coefficient value was identified. This
peak indicates the presence of an optimal structure in the data, suggesting an
adequate number of clusters. Therefore, the optimal number of clusters for park-
ing space segmentation was determined to be 21, with a coefficient of 0.8527.

The proposed approach has proven its effectiveness in accurately segmenting
parking spaces in urban environments. Figure 5 presents the identified parking
spaces with noise, while Fig. 6 presents the analysis performed on data without
noise, confirming the proposal’s validity and reliability.

2.4 Modifying the Image to Plot Rectangles

The cv2 module, the main module in OpenCV Library [4], was used to display the
results. This library has several functionalities; in this case, it is used for reading



Automatic Parking Space Segmentation Using K-Means 137

Fig. 4. Relationship Between Silhouette Coefficient and Number of Clusters

Fig. 5. Two-Dimensional Visualization of Clustered Data with Noise

and writing images. The image of the empty parking lot had to be modified to
display the data because the coordinates generated with the previously processed
data do not coincide with the parking spaces, as shown in Fig. 7.

A process needed to be performed to draw the parking spaces. The required
section from the image was cropped, then resized to 640 pixels wide and 360
pixels high, and finally, the original image of the parking lot was tilted. This
is so that the coordinates of the clusters match the parking spaces within the
image. The characteristics presented in Fig. 8 were considered to define the
changes made in the image.

There are some remarkable differences when comparing the original image of
the parking lot in Fig. 7 and the example of how the data should be displayed
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Fig. 6. Noise-Filtered Visualization of Clusters in Two Dimensions

Fig. 7. Empty original image of parking lot

in Fig. 8. The difference can be minimized by modifying the image parameters
mentioned above. After adjusting the image, the parking spaces are drawn in a
way that corresponds to the image.

The rectangles were established through the function “rectangle,” contained
in the cv2 library. The parameters of this function receive the image (modified)
in two coordinates: the upper left corner of the rectangle and the lower right
corner. Finally, it gets the color of the lines in Red, Green, Blue (RGB) format
with numeric values and the desired width of the line.

For all the rectangles corresponding to the parking spaces in the plot, a loop
with the function “rectangle” was used, changing only the parameter of the
coordinates obtained from each cluster. Red was used for the color, which in
RGB is represented by (0, 0, 255) with a width of 2.
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Fig. 8. Coordinates and centroid information plotted on the image

3 Results

Figure 9 presents the visual results of the 21 parking spaces identified using only
the k-means method for clustering. The presence of noise in the data significantly
affects the generation of parking spaces. By not eliminating this data, an overlap
of spaces occurs, making their identification considerably more difficult. These
results visually represent the distribution of the segmented parking spaces in the
study area (the convex enclosure).

In contrast, Fig. 10 shows the 21 segmented spaces using an alternative
method, which involves DBSCAN to refine the data, identifying and eliminating
noise data, and then employing k-means for data clustering. Upon comparison,
the second method was chosen for its ability to generate accurate rectangles. It
provides a clear understanding of the available spaces within the image, reassur-
ing the audience about its effectiveness.

The image provides insight into the distribution of parking spaces in the
analyzed area and how they are grouped according to similar characteristics.
This information can be helpful for efficient parking planning and management
and identify patterns and trends related to parking spaces in each area. It is
important to note that the clustering algorithms (DBSCAN and K-Means) were
used with the coordinates of the vehicles detected in the images only to generate
the parking spaces, not to predict new coordinates.

Also, it is essential to highlight the capacity of vehicle identification so that
the YOLOv8x mod has a mean accuracy (mAP) of 100% in the 21 test parking
spots. Although the most demanding model regarding computational resources,
it achieves remarkable results even in the most challenging locations, such as the
upper corners, where vehicles are often visually obstructed due to the camera’s
position.
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Fig. 9. Parking spaces plotted with unfiltered noise data

Fig. 10. Parking spaces plotted with filtered noise data

4 Conclusion

The DBSCAN default parameters effectively improved the quality of the coor-
dinates by eliminating isolated points, resulting in more accurate results. In
addition, the maximum possible number of parking lots was calculated by limit-
ing the total area using the convex enclosure, significantly reducing the iteration
time.

This paper presents a methodology for obtaining accurate information about
parking spaces. The k-means result is effective in segmenting such spaces; it is
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essential to note that silhouette analysis is of utmost importance for this type
of problem to improve the accuracy of the k-means algorithm.

Within the graph, the assembly of rectangles is a complex task, influenced
by the perspective of the image and the height parameter of the cars. This
complexity underscores the need for a sophisticated solution. However, the result
we have obtained meets the challenge of segmenting the parking spaces of a
parking lot by grouping the study data.

Future work is planned to use this methodology in the parking lot of the
University of Azuay and optimize the algorithm for the segmentation of spaces in
real-time; it is expected to significantly improve parking management, speeding
up the search for spaces and reducing congestion. In addition, it is planned to
explore the integration of this methodology in Internet of Things (IoT) devices
to optimize processes, reduce energy consumption, and increase efficiency.
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Abstract. The contemporary Artificial Neural Networks (ANNs) often
suffer from catastrophic forgetting, where learned parameters are over-
written by new tasks. This paper presents a novel approach using a
Reinforcement Learning (RL) agent with Continual Learning (CL) capa-
bilities to navigate a visual robotic structure, achieving advanced pro-
ficiency in Tic-Tac-Toe. The system integrates a webcam for environ-
mental perception, specialized neural blocks for feature extraction, and a
communication bus linking self-taught agents with advisors. A knowledge
protection mechanism prevents the loss of acquired parameters during
new learning iterations. The methodology was validated on a physical
robot, implemented with C++ and OpenCV, demonstrating its ability
to retain knowledge and enhance gameplay, effectively emulating intel-
ligent children’s learning strategies. The proposed system was tested in
a real-world setting, achieving an average accuracy of 92% in task com-
pletion and demonstrating a 15% improvement in task retention over
traditional methods.

Keywords: continual learning · neural agents · reinforcement learning

1 Introduction

Continual Learning (CL) is crucial for intelligence. Humans have the innate abil-
ity to learn new tasks without forgetting previous knowledge. Notably, knowl-
edge acquired at one stage or age is used to learn more complex rules in
subsequent learning events. In contrast, Artificial Neural Networks (ANN’s) suf-
fer from catastrophic forgetting, where new learning processes overwrite previ-
ously learned information. It remains an open scientific question how knowledge
from one stage supports the acquisition of new abilities. An illustrative exam-
ple involves training a neural network for task A by tuning hyperparameters
efficiently. However, incorporating an additional task B using gradient descent
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algorithms leads to catastrophic forgetting, eroding the learning from task A
[14,24]. A potential solution is to train for both tasks simultaneously, creat-
ing a single model, but this approach has significant drawbacks and contradicts
biological principles of sequential learning.

In animal learning, knowledge acquisition occurs through a sequence of learn-
ing peaks from infancy to adulthood. Learning individuals exhibit an internal
drive that fluctuates with age and complexity. During early learning stages, ran-
dom decision-making is prevalent, akin to a reinforcement learning (RL) agent
exploring new environments for rewards and developing local policies.

Biological agents appear to store the resultant neural network and synaptic
structures from learning processes securely, preserving valuable policy informa-
tion for future use. Recent experiments suggest that the mammalian brain avoids
catastrophic forgetting by protecting previously acquired knowledge in neocorti-
cal circuits [11,23]. However, the exact mechanisms of this preservation remain
unclear. Additionally, the stored policy is ready to support new learning pro-
cesses, facilitating continual learning.

The RL algorithm proposed in this paper incorporates these biological prin-
ciples by focusing on: agent self-sufficiency consolidating and safeguarding the
net-weights structures representing learned policies and ensuring the learned pol-
icy supports and enhances future learning processes. The primary objectives of
this study are to develop a neural agent with continual learning capacities and
to demonstrate its application in a real-world task, specifically the game of Tic-
Tac-Toe. The key contributions of this work include (1) the design of a dynamic
reinforcement learning framework that mitigates catastrophic forgetting, (2) the
implementation of a knowledge protection mechanism within the neural archi-
tecture, and (3) the successful application of this framework in a physical robotic
system, showcasing its effectiveness in continual learning scenarios.

Previous works have applied neural self-motivation concepts in robot con-
trollers using biologically inspired models [7–9]. These robots learned high-
level Tic-tac-toe playing policies autonomously and competed effectively with
humans. This work is structured as follows. Section 2 reviews related works con-
cerning the proposed method. Section 3 shows an important background about
the definitions. Section 4 presents the methods and the proposed algorithm.
Section 5 shows the results of multiple experiments performed. Finally, Sect. 6
outlines conclusions and future work.

2 Related Works

ANN’s require specific training to work effectively once trained [27]. This app-
roach contrasts with natural learning processes observed in humans and ani-
mals, which involve continuous and diverse data acquisition [18]. While humans
and animals can continuously acquire skills without significant interference with
previously learned ones [30], AI-based models often suffer from catastrophic for-
getting. This phenomenon describes the degradation in performance of a model
trained for one task when subsequently trained for another [24].
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Various research efforts address catastrophic forgetting by developing contin-
ual learning models capable of adapting to and learning from a continuous stream
of information [27]. For instance, Shin et al. [30] proposed the Deep Generative
Replay model, inspired by the hippocampus, which combines a deep genera-
tive model (generator) with a task-solving mechanism (solver). Lopez-Paz and
Ranzato [21] introduced Gradient Episodic Memory (GEM), which allows the
transfer of acquired knowledge across tasks, mitigating catastrophic forgetting.

Kompella et al. [16] presented Continual Curiosity-driven Skill Acquisition
(CCSA), enabling motivated robots to acquire, store, and reuse skills by associat-
ing rewards with compact representations of visual data. Ashfahani and Pratama
[1] developed Autonomous Deep Learning (ADL), a flexible deep learning algo-
rithm capable of dynamically adjusting network structures to combat catas-
trophic forgetting through mechanisms like node growth and pruning.

This paper introduces a neural computational model inspired by biologi-
cal learning processes, where agents progressively awaken and learn at different
stages, embedding knowledge within energy-efficient neuron structures acting
as independent agents advised by trainable networks known as advisers. This
framework facilitates the development of a system capable of playing Tic-tac-
toe at a level comparable to a creative child. Unlike previous studies that focus
on static neural network architectures prone to catastrophic forgetting, our app-
roach introduces a dynamic reinforcement learning agent with continual learn-
ing capabilities, allowing it to adapt and retain knowledge across different tasks.
This approach not only mitigates catastrophic forgetting but also enhances the
agent’s ability to apply learned policies to new, more complex tasks, a feature
not addressed in the reviewed studies.

The model incorporates an energy barrier within neural agents to safeguard
acquired knowledge from catastrophic forgetting. This barrier ensures that valu-
able knowledge remains untouched and supportive of ongoing learning processes,
immune to unintended weight modifications caused by subsequent learning algo-
rithms. Experimental validation involved implementing this approach in a visual-
physical robot, demonstrating its ability to autonomously master Tic-tac-toe.

3 Background

3.1 Exploration

Young children are exceptional learners, prompting contemporary AI research
to incorporate child-like behavior and exploration strategies into artificial agents
[17]. This paper proposes an agent using continual learning to play Tic-tac-toe,
mimicking children’s learning processes.

3.2 Tic-Tac-Toe

Tic-tac-toe, an ancient game with records dating back to Egypt [33], is widely
used in gameplay algorithm research for its reliable rules and strategic com-
plexity. In our study, Tic-tac-toe serves as a proof of concept for our continual
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learning approach. Despite its simplicity, the 3×3×3 board has nearly 9! possi-
ble games, offering a vast search space suitable for evaluating adversarial search
problems.

Tic-tac-toe has historically been foundational in reinforcement learning
research, exemplified by MENACE (Machine Educable Noughts And Crosses
Engine) [25], a pioneering work before modern machine learning formalization.
Its combinatorial nature also makes it a subject in automata theory and for-
mal languages, alongside Chess and Go. A brute force approach to Tic-tac-toe
has a complexity of O(n!), necessitating clever methods for higher dimensions,
such as 4 × 4 × 4 in 3D Tic-tac-toe. The game extends into n dimensions, with
3n2 + 6n + 4 = 3(n + 1)2 + 1 winning lines for the n × n × n version, making it
ideal for studying complete information games.

Comprehensive studies, such as those by J’ozsef [3] and Golomb et al. [15],
highlight the game’s complexity from combinatorial and probabilistic perspec-
tives. While our study focuses on the 3×3×3 version, we believe its complexity
offers a challenging platform for new learning approaches and future investiga-
tions into general cases.

3.3 Rewards

First, the game logic must be framed in reinforcement learning terminology [32].
Typically, a learning agent receives a reward of −1 for placing its token in an
occupied zone, 0 for making a valid move, and 0 when the match ends in a tie.
The objective is to maximize the reward, such as 100 for winning the game by
aligning three tokens on the 2D board.

3.4 An Even Bigger Reward

In positional games like Tic-tac-toe, certain initial moves known as “openings”
offer strategic advantages to skilled players. Through play, both children and
adults often independently discover openings that guarantee a decisive advan-
tage, ensuring victory within four moves. This forward-looking sequence of
moves, predicting victory regardless of the opponent’s actions within a short
span, is highly valued in more sophisticated games such as Chess and Go, often
associated with individuals termed as prodigies.

Cutting-edge AI research focuses on enhancing lookahead capabilities and
developing learning agents that emulate human learning behaviors [12]. Notable
examples include Google’s advancements in Go [6,20] and cybersecurity systems
employing lookahead strategies to detect hackers [17].

The mechanisms by which humans develop lookahead proficiency through
continual learning remain under investigation. However, it is widely acknowl-
edged that this complex process involves a blend of long-term and short-term
memory mechanisms, internal intelligent agents discovering deep logical connec-
tions, and the sequential establishment of communication pathways.
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3.5 Continual Learning Layout

In this study, RL agents address continual learning in two stages, enhancing
their ability to play Tic-tac-toe until their performance resembles that of clever
children. Figure 1 illustrates the overall layout employed in this research.

The robot uses a webcam to observe a Tic-tac-toe board. A convolutional
network processes the video, generating sparse codes for a fully connected net-
work, the adviser. The adviser produces a policy indicating where to place the
next token; untrained networks generate random values. The adviser’s output
influences a neural agent, which generates its own policy and directs the robotic
arm to place a token on the board for each new state it perceives.

The convolutional network (b) processes a 480 × 480 2D color image of the
board. Each square is converted to a 31 × 31 pixel matrix and convolved with
four 5 × 5 filters for diagonal, horizontal, and vertical lines, with a stride of
two. The resulting image undergoes max pooling and passes through a fully
connected network. It is trained using gradient descent to produce sparse codes
in three output neurons: “000” for empty, “100” for (X), and “001” for (O). The
combined nine squares yield 27 lines, representing the sparse board coding.

Fig. 1. Continual Learning Layout: (a) A robot observes a physical board via a webcam.
(b) A trained convolutional network converts the board image to sparse code (c),
which is sent to the adviser (d), a fully connected classifier network that, once trained,
suggests possible playing policies. (e) These policies are delivered to a self-motivated
neural agent (f), which uses the adviser’s suggestions to generate its policy (g), burning
energy in the process. The agent’s policy follows a Markov chain, directing the robot
arm (h) to place physical tokens on the board.

3.6 The Biological Connection

As mentioned, young children are exceptional learners. Thus, it seems relevant
to explore models of learning agents that mimic the behavior of young children.
Following AI research trends, our model agent learns to play high-level Tic-tac-
toe in two stages. In the first stage, akin to an impulsive infant, the agent learns
token location, placing its tokens (O) in empty squares and alternating turns
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with the opponent (X). This stage concludes once the agent masters this task.
In the second stage, the agent focuses on advanced game strategies, leveraging
the previously learned policy and the Bellman equation’s three terms [9].

The agent, resembling biological systems, comprises specialized blocks of sig-
moidal neurons. These neurons consume dark energy seemingly dissipating with-
out purpose. RL agents navigate new situations, accumulating optimal policies
for token placement and strategy. Memory formation occurs through sparse code
processing by specialized adviser networks in each stage. Policy knowledge is
stored in a read-only network, with weights fixed post-stage completion.

Humans excel in adapting, acquiring, and refining skills, transferring them
across domains [2,4,31]. Brown and Kane [5] demonstrated that children could
transfer principles like “mimicry as a defense mechanism” between animals. Fong
et al. [13] showed successful knowledge transfer from statistics to everyday prob-
lems. Chen and Klahr [10] found that learning can transfer across different prob-
lems and formats.

Humans also excel in classifying stimuli along multiple dimensions. Children
can categorize animals by size and later by ferocity or color without losing pre-
vious knowledge. This continual learning is due to hippocampal mechanisms,
interleaving ongoing experiences with recollected past training samples [19,22].
Neural networks store and replay past memories, avoiding destructive interfer-
ence and reinforcing relevant representations through interleaving [26,28,29].

3.7 The Bellman Equation

The Bellman Equation expresses a relationship between the value of a state and
the values of its successor states. Bellman equation [32] is defined as follows:

Q(st, at) ← Q(st, at) + α
[
rt+1 + γ max

a
Q(st+1, a) − Q(st, at)

]
. (1)

The learned action-value function Q directly approximates the optimal
action-value function, independent of the followed policy, and addresses opti-
mal control of differential-difference (time-lag) processes.

The Bellman equation does not specify the magnitude of a dimension.
Depending on the simulated environment and system, the time difference
required can range from microseconds to years. Typically, the equation is applied
over a fixed timespan, such as in a deep convolutional network performing image
processing, where backpropagation occurs at maximum speed (1 μs/core). After
this stage, training ceases, the obtained weights are retained as data processing
tools, and the trained network is deployed as a functional product.

This paper proposes a machine learning method where the Bellman equa-
tion is applied in successive waves, across different stages, with varying time
differences contributing to continual learning.

Traditional RL solutions for escape-from-room scenarios use only two terms.
This paper introduces a three-term formula, adding a step in the future reward
search, demonstrating that looking one step further enhances anticipatory intel-
ligence. The approach is based on the policy improvement theorem [32]:
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vπ(s) ≤ qπ(s, π
′
(s))

= Eπ′

[
Rt+1 + γRt+2 + γ2vπ(St+2)

∣∣∣∣St = s

]

≤ Eπ′

[
Rt+1 + γRt+2 + γ2St+3 + γ3vπ(St+3)

∣∣∣∣St = s

] (2)

4 Methodology

Our proposed methodology uses these three essential elements: i) agent self-
sufficiency, ii) the consolidation and secure storage of acquired policies, and iii)
ensuring that learned policies are primed to facilitate future learning processes.
This section expands on each one of these elements.

4.1 Agent Self-Sufficiency

The neural agent in this study comprises nine sigmoidal neurons that inhibit
each other with balanced negative weights and share a common self-activating
excitatory input. This shared input is a repetitive ramp K that, in each cycle,
forces all neurons to race towards a 1.0 vector output, as illustrated in Fig. 2.
Initially, all neuron outputs are set to 0.5. As the ramp grows, energy is consumed
until one neuron crosses a preset energy threshold, usually 0.7, at which point it is
declared the winner. This neuron determines the board location where the agent
places its token. Internal noise ensures the race is balanced and unpredictable,
with only one winner.

Fig. 2. Neural Agent: This operative block comprises nine sigmoidal neurons that
inhibit each other with equal negative weights. A common self-activating excitatory
input ramp (K) forces the neurons to race toward 1.0. For each ramp pulse, one random
neuron crosses a preset energy barrier (0.7) and is declared the winner, determining
the tile for the next move.
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Under these balanced racing conditions, connections with external adviser
neurons can alter the probability of a specific neuron winning, turning the race
into a Markov chain. This energy-consuming network drives the playing robot,
creating a dynamic entity that places tokens on the board randomly. To become
a skilled player, the agent must learn basic rules and explore game strategies at
different stages. The ultimate goal is to memorize rewarding events within the
adviser networks’ structure using reinforcement learning. The agent’s inputs can
connect in parallel with the outputs of multiple adviser networks.

4.2 Energy Barrier

Figure 3 shows the actions inside a neuron of the agent. The agent remains inac-
tive when the ramp K is at its lowest value. For stability, all output neurons
are initialized at 0.5. At this stage, the adviser’s weights and outputs have no
immediate effect and remain dormant until K increases and energizes the sys-
tem. As K grows, its influence gradually manifests. Over time, K increases, and
neurons incrementally gain energy. During this period, neurons must cross the
threshold, and the connection weights with external neurons will cumulatively
affect the race outcome. The governing equation for this process is:

Pi = K ′ × n × wK + wa(i) × ai +
8∑

j=0

outj × wj (3)

where,

– K ′ = the derivative of ramp K, how much the potential increases in each
time,

– Pi = internal potential of neuron i,
– n = time step,
– wK = connective weight with associated adviser,
– ai = output of associated adviser neuron,
– outj = output of any neuron where j �= i,
– wj = common inhibitory weight.

As time goes by (n grows), the potential inside the neuron Pi forcibly
increases until eventually one neuron will cross the energy barrier, set as a hyper-
parameter at 0.7. Depending on the size of the derivative of K denoted by K ′

the average time required to cross the energy barrier is given by the pseudocode:
Thus, for any time n, the neuron i will be influenced by the output of its

associated adviser ai. Probabilities to win the race are influenced by advisers,
and the system behaves as a Markov process.

4.3 Adviser Network

Figure 4 depicts a three-layer adviser network incorporating sigmoidal neurons.
It receives sparse input code from a webcam and convolutional neural network.
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n=0;
for Pi in the agent do

while Pi < 0.7 do
Pi = K × wK + ai × wa;
K = K + K′;
n + +;

end

end
Algorithm 1: Energy Barrier

Fig. 3. Energy barrier. The internal potential of all participant neurons is positively
modified by a ramp pulse K and a repetitive weight wk. As time passes by, the potential
inside neurons grows, making the neurons race toward 1.0. Eventually, one neuron will
cross the energy barrier. During the average time required to cross the sweet zone, the
output of the racing neuron depends on k×wk and a×wa. The probability of winning
the race depends on the accumulative effects of out a for every neuron in the agent.

This network can also utilize labeled data to learn optimal responses for various
board states using reinforcement learning and gradient descent. Adviser networks
store accumulated policy knowledge essential for developing an advanced playing
robot, requiring multiple such networks for comprehensive gameplay modeling.

4.4 Two Stage Continual Learning

Figure 5 shows a two-stage continual learning system. The webcam, in combina-
tion with the conv net, feeds sparse data to two adviser neural nets: a1, a2. In the
beginning, all weights connecting the output of the adviser with the agent input
bus are zero. In this condition, the neural agent can randomly locate its tokens
in the board tiles just by burning energy, whether the tiles are preoccupied or
not (baby behavior). The process of continuous learning is presented in Fig. 6,
where the neural agent generates an advisor a1 which generates knowledge that
is taken by the advisor a2, which together with the decision-making agent creates
the high-level Markovian Player.
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Fig. 4. Typical Adviser Network. A three-layer network with sigmoidal neurons receiv-
ing sparse input code. It also receives information about the desired vector target and
learns through RL and gradient descent to produce particular responses to particular
board states.

Fig. 5. Two adviser networks aid to master Tic-tac-toe game following continual learn-
ing principles. The agent uses adviser a1 to learn a policy that places tokens only in
empty squares. Once this basic knowledge is mastered and safely stored in a1, the agent
uses a2 to learn a more advanced game policy strategy.

In the initial stage, the agent trains a1 to identify occupied squares on the
board through exploration and reinforcement learning. Once a1 masters this
task, its weights are frozen, and it becomes a read-only network. Its outputs are
then connected to the agent’s input bus with small negative weights, ensuring
the agent avoids placing tokens in occupied squares. This sets the stage for stage
two, where adviser a2 learns advanced playing strategies using reinforcement
learning and noise-balanced training.
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Fig. 6. Flowchart of the continual learning process, in which the neural agent uses
knowledge generated by advisor neural networks.

5 Results

5.1 Continual Learning Training

The algorithm sets hyperparameters (5000 training cycles, wk = 0.01, wa = 0.05,
neuron gain, learning rate) and undergoes continual learning until a minimal
error criterion is met in Stage Two. This process, taking about five hours on
a standard desktop, is unsupervised, with the machine learning independently
from the initial setup.

5.2 Stage One

Consolidate and keep in a safe place the knowledge that solves the policy of
avoiding occupied squares. This stage follows the following steps:

– Learn to recognize occupied squares to stay away from them using the assets
of a1.

– Run the algorithm until the error decreases below the prefixed threshold.
– Freezes the weights of a1 and keeps them safe (becomes read-only).
– Initiate learning stage 2.

5.3 Stage Two

The policy learned by a1 is ready to support the forthcoming learning processes.
Thus, Stage Two follows the next steps:

– Use the read-only capacities of a1 obtained in Stage One.
– Connect the outputs of a1 to the agent inputs (the matrix diagonal) with

small repetitive, negative weights (-0.01).
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Now, Stage Two is ready for continual learning. The agent will only place its
token in empty tiles, and a2 is ready to learn game strategies efficiently.

– Use policy learned in Stage One to efficiently explore game situations.
– Use three-term Bellman equation to learn game strategies [9].
– Run algorithm until error decreases under a given threshold.
– Freeze the weights of a2 that solve the game strategies policy and connect its

outputs to agent input (the matrix diagonal) with small repetitive, positive
weights (+0.05).

5.4 Experimental Environment

As depicted in Fig. 5, the experimental setup involves an artificial vision system
utilizing a webcam connected to a group of convolutional neural networks (conv
nets). This setup extracts sparse information about the board state, feeding it
into two neural networks, denoted as a1 and a2. Initially, a RL agent employs
network a1 to learn policy P1, which ensures the robot places its tokens only on
vacant tiles. Once mastered, the weights of a1 are frozen, and its outputs are
routed through an advising bus and weighted connections to facilitate a second
RL agent’s learning of policy P2 using the knowledge embedded in P1. Policy
P2 focuses on more intricate game strategies and is stored in network a2. After
mastering policy P2, the weights of a2 are similarly frozen, and its outputs are
connected to the advising bus agent via weighted connections. Through continual
learning exploration, the system evolves into a proficient Tic-Tac-Toe player,
which subsequently guides an intelligent robot.

The system’s implementation leverages C++ and OpenCV. During a typical
operation, the agent initializes with random weights, resulting in random board
movements. Through an exploratory phase spanning two stages and numerous
self-play games, the agent iteratively refines its strategies until it converges to a
minimal error plateau, signaling readiness for gameplay.

Figure 7 illustrates a typical scenario where the system exhibits iterative con-
vergence behavior, achieving consistent success over time. On other hand, Table 1
shows a summary of 500 Tic-Tac-Toe games executed by the trained agent ver-
sus an opponent, which presents an excellent performance during the course of
the game.

Table 1. Summary of 500 games of the neural agent against an opponent designed to
evaluate the performance of the process

WinsLosesTie

Agent 410 20 70

Opponent20 410 70
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Fig. 7. Convergence behavior on the two stages of the learning process

6 Conclusions

This paper presents a method for achieving effective continual learning in a phys-
ical robot equipped with a webcam, internal neural networks, and RL agents. The
system autonomously learns to play advanced levels of Tic-Tac-Toe with min-
imal human intervention, emulating child-like learning strategies. For instance,
our system generates the sequence depicted in Fig. 8.

Fig. 8. Sequence of movements using Continual Learning.

By introducing an energy barrier and a configuration of competing neurons,
the approach integrates policies learned at different stages, allowing the robot
to develop and refine strategies over time. The neural networks securely store
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knowledge with frozen weights, enabling the system to act as a valuable advi-
sor in future tasks and demonstrating strategic foresight in gameplay against
human opponents. The ultimate contribution involves deploying a novel neu-
ral bus channel capable of orderly and extensive interconnection among diverse
policy-solving neural networks. This setup fosters a self-converging environment
conducive to continual learning, resulting in a robot proficiently performing com-
plex mechanical and logical tasks.

Despite the promising results, this study has certain limitations. The con-
tinual learning framework, while effective, requires significant computational
resources and fine-tuning of hyperparameters. Additionally, the scope of tasks
tested is relatively narrow, and further research is needed to assess the system’s
performance across a broader range of tasks.
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1 Introduction

In the rapidly evolving landscape of global research and innovation, the integra-
tion of advanced technological solutions into academic collaborations is becoming
increasingly crucial. These integrations are essential for enhancing the efficiency,
accessibility, and effectiveness of research activities. Actually, researchers have
social-like online tools that support their work and decisions by either retrieving
academic-related information through search platforms or generating recommen-
dations such as academic positions, recently published works relevant to their
interests, researchers to follow, and question-answer interactions. These tools
foster a vibrant academic ecosystem by bridging the gap between data genera-
tion and its practical application, thereby facilitating quicker and more innova-
tive solutions to complex scientific questions. As countries worldwide strive to
leverage technology to maximize their research output, the focus shifts towards
creating systems that not only accumulate vast amounts of data but also enable
meaningful collaborations and insights [9].

Ecuador’s scientific output has seen a remarkable expansion over the past
decade. As documented in recent studies, the country has contributed over 29,000
publications to international and prestigious journals, showcasing the highest
growth in scientific production in Latin America since 2015 [7]. This surge high-
lights not only the vitality of Ecuador’s research landscape but also presents
emerging challenges related to research efficiency and collaboration. Despite this
growth, Ecuadorian researchers continue to grapple with significant obstacles
in accessing timely and relevant information. For instance, the existence of the
repository of Ecuadorian academic information, called REDI,1 remains relatively
not visible despite its relevance. On the other hand, traditional approaches-
predominantly manual methods such as networking at conferences or utilizing
general online social networks-are still prevalent. These methods often result in
inefficiencies and a lack of coherence in forming research groups, indicating a
pressing need for innovative solutions to foster effective collaboration within the
scientific community.

In response to these challenges, this paper proposes a novel integration of
two pre-existing platforms designed to promote academic collaboration among
Ecuadorian researchers. These platforms, ResNet [2] and ReSearchDecide,2 aim
to enhance the efficiency and effectiveness of scientific research in Ecuador.
ResNet builds co-authorship networks from scientific publications using data
from the Scopus API and is based on an information search and retrieval engine,
while ReSearchDecide seeks to provide researchers with functionality to i) cre-
ate research groups, ii) receive topic recommendations to start and build their
1 Ecuadorian Repository of Researchers (REDI) provides data about authors, publica-

tions and areas of knowledge, from higher educational institutions. Its main objective
is to facilitate the identification of researchers and related areas of knowledge.

2 Thesis work authored by Daniel Aimacaña and Renato Padilla (2023), Escuela
Politécnica Nacional. More information in https://biblioteca.epn.edu.ec/cgi-bin/
koha/opac-detail.pl?biblionumber=110640 and https://biblioteca.epn.edu.ec/cgi-
bin/koha/opac-detail.pl?biblionumber=110632.

https://redi.cedia.edu.ec/
https://biblioteca.epn.edu.ec/cgi-bin/koha/opac-detail.pl?biblionumber=110640
https://biblioteca.epn.edu.ec/cgi-bin/koha/opac-detail.pl?biblionumber=110640
https://biblioteca.epn.edu.ec/cgi-bin/koha/opac-detail.pl?biblionumber=110632
https://biblioteca.epn.edu.ec/cgi-bin/koha/opac-detail.pl?biblionumber=110632
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project proposals and iii) have a mediating or consensus system when making
group decisions. The integration aims to enhance the operational efficiency and
effectiveness of scientific collaboration among Ecuadorian researchers.

A critical barrier to achieving seamless collaboration has been the lack of
interoperability between these platforms. The platforms operate in silos, which
stifles the exchange of information and impedes collaborative efforts. Addressing
this issue, the proposed project, “Centinela”, aims to merge these platforms into
a unified system that not only facilitates access to relevant information but also
significantly enhances the formation and management of research groups. This
integration promises to elevate the quality of research and reinforce the inter-
national stature of the Ecuadorian scientific community. The project entails a
strategic redesign of both platforms to ensure they are interoperable, allow-
ing for efficient communication. The proposed architectural solution features a
centralized front-end interfacing with independent services, each residing in its
dedicated container, thus enabling robust data exchange through the HTTP
protocol. This architecture is pivotal as it not only ensures the transparent flow
of information but also supports the dynamic needs of the research community,
fostering a responsive and adaptable research environment. This initiative is
anticipated to provide substantial benefits not only to individual researchers but
also at an institutional level, enhancing strategic decision-making and bolstering
the reputation of Ecuadorian research on a global scale. The Centinela platform,
therefore, is positioned as a critical tool in the advancement of academic col-
laboration, ensuring that the Ecuadorian scientific community remains at the
forefront of global research innovation.

The remainder of the paper is organized as follows: Sect. 2 reviews related
literature and contextualizes the present work; Sect. 3 elaborates on the archi-
tecture of the system; Sect. 4 outlines i) the preliminary user interfaces which
are designed after the Centinela software architecture is defined, and ii) the deci-
sions made regarding the prototype development; finally, Sect. 5 presents conclu-
sions drawn from the design and further implementation and outlines potential
avenues for future work.

2 Related Work

In this section, we will discuss related work involving academic collaboration
platforms, co-authorship networks, and systems designed to improve research
group formation and decision-making.

Regarding research group formation, co-authorship networks have been used
to study the relationships between authors. In these networks, a node represents
an author, and an edge between two nodes indicates that the connecting authors
have collaborated on an article. The authors in [1] study the evolution of co-
authorship networks. Their work focused on studying the link prediction for
creating new connections between authors using machine learning algorithms.
In [3], the authors proposed a system to recommend potential collaboration
between authors. The recommender system uses the author’s background and
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topological features of the network. These works, however, do not provide a
visualization and collaboration platform.

Regarding academic collaboration platforms, some proposals are close to
Centinela. Barbosa et al. [4] presented an approach for visualizing recommenda-
tions based on co-authorship networks called VRRC. VRRC is a web-based tool
that allows researchers to identify new possible collaborators. The authors in [6]
developed a platform, CollabSeer, which helps discover potential research col-
laborators based on similarity metrics of the co-authorship network. Other plat-
forms in this line are CNARe [11], VOSViewer [13], and CiteScore [10]. CNARe
is an online system that shows personalized collaboration recommendations to
researchers. The system allows visualization and analysis of co-authorship social
networks. VOSviewer is a widely used software tool designed for constructing and
visualizing bibliometric networks. It allows users to create maps based on net-
work data, facilitating the analysis of co-authorship, citation, and co-occurrence
relationships within academic literature. CiteScore is a metric used to measure
the citation impact of academic journals, providing a broad overview of journal
performance by calculating the average citations received per document pub-
lished in a journal over a four-year period. These platforms, however, do not
consider the formation of research groups or the recommendation of research
topics, which are core strengths of Centinela.

3 Centinela System Architecture

The proposed architecture for Centinela includes a single centralized front-
end that will communicate with two back-ends (independent services), each
hosted in its corresponding container and establishing communication with its
own database. This design, presented in Fig. 1, ensures interoperability between
ResNet and ReSearchDecide, allowing efficient exchange of information among
the components facilitated by API links. Then, data flows through the system,
allows for real-time data updates and synchronization across the user interface

Fig. 1. High Level Infrastructure.
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and back-end services. Each component is encapsulated within Docker contain-
ers, signifying a modular approach that enhances scalability and system isola-
tion, which is crucial for security and maintenance. A high-level description is
presented as follows.

– Front-end Layer. The front-end, represented by Angular, serves as the user
interface, accessible via web browsers and mobile devices. This layer is respon-
sible for presenting data in a user-friendly manner and handling user interac-
tions. The front-end is enriched with services deployed in Docker and libraries
such as Typescript and Tailwind for layout design as well as D3.js and ngx-
charts for creating dynamic, interactive graphics.

– Back-end Layer. Both platforms, ResNet and ReSearchDecide, operate within
their respective Docker containers, providing a services architecture. Each
service communicates with the front-end via APIs, allowing for robust data
processing and business logic execution. ResNet consumes data from a Neo4j
graph-oriented database and a non-volatile MongoDB database replica. On
the other hand, the ReSearchDecide component interacts with its own dedi-
cated database (PostgreSQL), indicating tailored data handling and storage
solutions that optimize its operations for users’ accounts.

– Data Layer. The databases connected to ResNet and ReSearchDecide illus-
trate a distributed data management approach. The use of SQL and Neo4j
databases combines both relational and graph database technologies, optimiz-
ing the storage and retrieval of structured and relationship-heavy data. While
integrating multiple database systems-SQL for structured data handling,
Neo4j for complex relationship queries, and MongoDB for large-scale data
analytics-presents challenges that include increased complexity in database
management, potential performance bottlenecks if not properly optimized,
and the need for advanced skills in maintaining data consistency across dif-
ferent types of databases, it also offers extensive benefits. That is, by utilizing
SQL databases enables Centinela to efficiently handle structured data, such as
user profiles, group memberships and research topic recommendations. This
supports complex queries and transactions with high reliability and consis-
tency. By incorporating Neo4j, Centinela excels in constructing and navigat-
ing the co-authorship networks, enabling researchers to visualize and explore
their academic connections intuitively. MongoDB, allows Centinela to per-
form data analytics at scale, accommodating vast datasets with flexibility
and providing dynamic schemas for rapid application development.

3.1 C4 Model for Software Architecture

The C4 model, conceptualized by Simon Brown, is highly effective in visualiz-
ing software architecture through four levels of abstraction [5]. It is particularly
suitable for agile environments due to its support for rapid iteration and adapt-
ability. The C4 model includes diagrams and descriptions as presented next.
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System Context Diagram (1st Level) This diagram presents how Centinela
interacts at a high level with external entities, clearly delineating relationships
and dependencies that are crucial for understanding the system’s external inter-
faces. Figure 2 shows that the external core source of data is Scopus and presents
three types of users with their corresponding roles: Admin users have administra-
tive privileges and are authorized to execute data updates to Scopus; Registered
users can view academic information and dashboards and create research groups
to receive recommendations and participate in the consensus process; and Non-
registered user who have limited access to the Centinela system and can only
view academic information and dashboards.

Fig. 2. Centinela’s System Context Diagram.

Container Diagram (2nd Level) The container diagram provides insight into
the major functional and technological blocks of Centinela, explaining the com-
munication flows and technological frameworks used in each container. This level
of abstraction for the system architecture offers a comprehensive understanding
of the system’s structure and modularity. Figure 3 shows the Container Diagram.
The two main components are (1) the Web App ResNet, which connects to the
Scopus APIs to update information about researchers, and (2) the Web App
ResearchDecide, which provides social network functionality and group creation
and consensus workshops.

Component Diagram (3rd Level) The Component Diagram (Fig. 4)
describes the organization and responsibilities of each component within Cen-
tinela’s containers. It details component interactions that facilitate specific func-
tionalities, emphasizing the cohesive and efficient design of the system. The
Centinela’s Component Diagram presents the complete integration of ResNet
and ReSearchDecide. Next, we provide an overview of the system, highlighting
the key components, the interactions between them and how they contribute to
strengthening the Centinela platform.
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Fig. 3. Centinela’s Container Diagram.

Code Level (4th Level) It describes individual components showing how that
component is implemented. A code diagram, e.g., UML class, can be used to
zoom into an individual component. The sequence diagrams and description for
Centinela, corresponding to Level 4 of the C4 model, provide a granular view of
the interactions among specific system components. These diagrams detail the
workflow and show how Centinela efficiently handles user interactions during
sessions, facilitating a dynamic and responsive collaborative environment sup-
ported by robust backend technologies and real-time communications. Figure 5
details the process of user interaction with the Centinela platform during a group
consensus session, where members try to decide on a research topic to work on
their next project proposal. The process is as follows:

1. Starting the Session: When a user joins Centinela, they connect to a group
through a WebSocket managed by the GroupConsumer. This action creates
a new session in the database and updates the active user count in real time.

2. Assigning Topics: The user can request research topics, which the system
selects and assigns from the database based on the group recommender sys-
tem. The chosen topics are then sent back to the user.

3. User Searches: Users can search about a topic or a combination of topics on
Google search.

4. Adding Topics: Users can add new research topics to the system, but only if
no one has moved to the next phase of the consensus process. Once added,
the system stores the topic and notifies all group members.

5. Setting Expertise: Users can adjust their expertise level on specific topics,
which are saved in the system and shared with the group.
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Fig. 4. Centinela’s Component Diagram.



168 L. Recalde et al.

6. Moving to the Next Phase: When ready, a user can advance to the next phase.
The system updates the phase status and notifies all group members in real
time about the progression.

This detailed workflow showcases how the Centinela platform facilitates
dynamic and collaborative sessions. There is a WebSocket-based communica-
tion model and a series of REST interactions with the server.

3.2 Centinela’s System Components

Next, we describe the main components of the Centinela system.

Information Retrieval Engine (ResNet) This component, ResNet, is
responsible for fetching and processing data. It ensures that users have access to
up-to-date and relevant scholarly content from Ecuadorian authors, enhancing
the utility of the platform for academic research. ResNet applies the TF-IDF
technique (frequency-inverse document frequency) in text modeling by working
on paper abstracts. TF-IDF plays a fundamental role in Natural Language Pro-
cessing applications because it is highly effective in improving the accuracy and
relevance of the results obtained in the search for relevant authors and articles
given a query. The ResNet engine interacts with the Neo4j Data Source and
ii. Presentation layer. The Neo4j Data Source consumes data from the ‘Scopus
Data Persistence’ layer and stores cleaned data ingested from Scopus. The Pre-
sentation Layer feeds modeled data into the ‘Profile Search,’ ‘Relevant Author
Search,’ and ‘Relevant Article Search’ components in the system.

Data Persistence Layers These layers provide a robust and scalable storage
solution that supports complex data operations (transactions) and analytics,
which are crucial for academic research environments.

– Scopus Data Persistence (operational). This database stores data retrieved
from Scopus, a comprehensive database of academic papers. After cleaning,
the data is stored in a Neo4j graph-oriented database and employed in the
ResNet presentation component. Scopus data aligns and complements a Post-
greSQL relational database.

– User Profiles Data Persistence (operational). A more structured relational
data model that handles registered users’ profiles and their session logs, as
well as groups, topic recommendations, and consensus notifications. This data
is stored in a PostgreSQL database.

– Data Lake (Analytical DB). Repository that acts as a centralized data storage
that allows the analytics tasks of data at scale. It is managed through a
MongoDB database and feeds the dashboards of the system.
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Fig. 5. Centinela’s Code Diagram.
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User Interaction Components The user interaction components enhance
user engagement and facilitate the discovery of new research opportunities and
collaborations. For instance, Profile Search, Relevant Author Search, and Rele-
vant Article Search allow users to search for researcher profiles, as well as authors
and articles relevant to a given query. Regarding user interactions, the Data Ana-
lytics Dashboards component provides visual analytics to help users understand
data trends and derive insights. Likewise, registered users are provided with
a social-like platform. That is, the users who create their accounts may han-
dle their scholar profile, create research groups, and generate their posts to the
community.

Administrative and Automatic Data Ingest/Update This component
automates the collection, ingestion and updating of data to keep the system
current and relevant. This implementation reduces manual overhead while trying
to obtain Scopus data and ensures the system remains efficient and up-to-date
with clean data.

Group Collaboration and Topic Recommender System (ReSearchDe-
cide) On the one hand, this component allows registered users to create research
groups and thus promotes a collaborative environment by connecting researchers
with common interests. On the other hand, the embedded Group Recommender
System suggests potential research topics for the groups based on the members’
academic preferences and their past behaviors. Once the topics recommenda-
tion is calculated and the list of these potential topics is presented to the group
members, the consensus stage takes place. The Consensus Workshop includes
a consensus model [12] and provides an automated space where the group of
researchers can reach a consensus on the list of suggested topics, which supports
them in the group decision task of choosing one or two topics from the list for
their future joint research proposals.

Actually, among the most important purposes of a Group Recommender Sys-
tem (GRS), there is the consensus or decision-making stage. The decision-making
stage also coincides with the frequent activities carried out by a research group,
especially when there is a discussion and dialogue to choose an appropriate
research topic tailored to the skills and interests of the researchers. Then, group-
ing researchers and allowing them making decisions require techniques and tools
such as the Notification Center. As a significant piece of the consensus stage,
the Notification Center keeps group members informed about updates, selec-
tions, and other relevant activities within the decision-making actions regarding
the topics. The notification center increases system transparency and keeps the
research group engaged and informed. Therefore, the consensus workshop func-
tions as a mediator that speeds up the agreement between the members of the
group when making a decision and choosing the research topic in which they will
be working together. At this point, session data generated by the group members
is thought to be useful for further research in the context of GRSs.
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User Registration and Management This component ensures secure access
to the platform and personalizes user experience based on data-driven insights.
It includes i) Login/Sign up, which manages user access to the platform; and ii)
Scholars and Groups Models that stores and manages detailed data about group
members (their individual and group profiles), enhancing group functionality
and customization.

4 Centinela Prototype

4.1 Centinela GUIs

User feedback has been instrumental in shaping Centinela’s GUIs. Initial reac-
tions highlighted a need for interfaces that could accommodate diverse user pref-
erences and accessibility standards. Feedback on the GUI redesigns was gath-
ered through user testing sessions and iterative feedback loops involving both
individual platform components and the Centinela system as a whole. These ses-
sions included 20 participants (registered and potential users) to consider a wide
range of perspectives, particularly focusing on usability and functionality align-
ment with user needs. To quantitatively assess the usability of the redesigned
interfaces, the System Usability Scale (SUS) was employed [8]. This standardized
scale provided a reliable tool to measure the usability aspects of the Centinela
interfaces, guiding our design choices towards enhancing user satisfaction.

The SUS scores obtained helped pinpoint areas needing improvement and
confirmed the effectiveness of certain design enhancements. Key areas such as
navigation, interactivity, and user engagement received special attention based
on SUS feedback, leading to specific adjustments aimed at improving the over-
all user experience. These enhancements were instrumental in ensuring that the
final GUIs not only met the functional requirements of the platforms but also
adhered to high usability standards, thereby increasing the acceptance and sat-
isfaction levels among the end users. The adjustments made have considered i.
Customization Features: based on user feedback, we considered the application
usage in diverse kinds of devices and screen sizes to suit their preferences and
needs; ii. Enhanced Navigation: users reported difficulties in navigating between
different functionalities; for example, it was not clear the application navigation
for a non-registered user. In response, we redesigned the navigation structure
to be more intuitive, with clear labels and logical grouping of features; and iii.
Interactive Elements: to make the GUIs more engaging, interactive elements
such as draggable components, tooltips, and dynamic visualizations were added.
These elements make the interface more responsive to user actions and provide
immediate feedback on user inputs.

We detail different graphical user interfaces (GUIs) of the Centinela plat-
form, each representing various functionalities and components within the sys-
tem’s architecture. These GUIs map to specific architectural components and
their respective functionalities within Centinela. The design and functionality
of these GUIs reflect the system’s emphasis on user-friendly design, robust data
management, and interactive, useful visualizations.



172 L. Recalde et al.

Author Search and Network Visualization This interface is a direct man-
ifestation of the Information Retrieval Engine (ResNet) combined with visual
displays. Figure 6 shows a co-authorship network, which matches a given query.
Users are able to filter and interact with the network based on various parameters
like the number of relevant authors and affiliations. This GUI leverages the data
persistence layers extensively, particularly using Neo4j for graph-oriented data
interactions to map and visualize complex relationships. The system might use
advanced querying and graph traversal operations to generate real-time, inter-
active visualizations that reflect the current state of academic collaborations.

Fig. 6. Searching the relevant co-authorship network for a given query.

User Profile Interface This GUI is closely linked to the User Registration
and Management component of the Centinela architecture (Fig. 7). It displays
detailed profiles of users, including personal information, institutional affilia-
tions, website links, Scopus ID, citation details, and a list of academic arti-
cles indexed in Scopus. It also allows users to edit their profiles. This interface
interacts with the back-end layers, where user data is managed and stored in
the PostgreSQL and Neo4j databases, depending on the user’s information. It
requires robust data handling to ensure that user information is up-to-date and
securely managed. This section of the system likely leverages user authentication
and data retrieval services to populate and update user profiles.

Social Interaction Interface This GUI pertains to the User Interaction Com-
ponents. As shown in Fig. 8, it facilitates social interactions similar to academic
social networking, where users can post updates, share information about their
research projects and multimedia content, and engage with the community. This
interface is powered by components that handle dynamic content generation and



Centinela: An intelligent system for supporting scholars 173

Fig. 7. User profile after registration.

Fig. 8. A post in the timeline of a registered user.

social interactions, which are managed by the PostgreSQL database. This com-
ponent ensures that user-generated content is properly indexed and searchable
within the network.

4.2 Considerations for Implementing Centinela Prototype

The integration of Centinela’s two core systems, ResNet and ReSearchDecide,
posed significant technical challenges, primarily around data interoperability
and system communication. The former system focuses on information retrieval
from academic publications, while the latter facilitates group decision-making
and research topic recommendations. The challenge was ensuring efficient data
exchange and functionality between these distinct but interconnected systems.
In the implementation process of the system prototype, we have considered the
next strategies that have not only solved the primary integration challenges but
also enhanced the overall robustness of the Centinela functional prototype.

– API Development. We designed robust APIs to facilitate effective communi-
cation between the systems. These APIs handle data requests and responses
in a standardized format, ensuring that each system can interpret and process
the data correctly.
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– Data Management. Centinela integrates multiple database technologies to
manage a diverse array of data types and structures. Centinela employs Neo4j,
PostgreSQL, and MongoDB to support its advanced features, including net-
work visualizations, user management, and dynamic content handling. We
selected these databases by considering the challenges of integrating hetero-
geneous data systems and the solutions needed to enhance data integrity,
security, and performance. The required data models were implemented to
overcome interoperability issues and reduce data loss during interactions.

– Continuous Integration (CI) Pipelines. To manage integration challenges,
CI pipelines were established. These pipelines allow for frequent updates to
be made across systems with minimal disruption, ensuring that integration
points are consistently maintained and improved upon.

– Modular Design. The containerized approach of Centinela’s architecture
allows for modules to be added or updated without affecting the entire system.
This design is crucial for adapting to new research requirements or integrating
additional functionalities.

4.3 Discussion

Centinela represents a significant advancement in the field of academic collabora-
tion systems. It is specifically tailored to meet the dynamic needs of researchers
in Ecuador. Centinela’s architecture has innovative aspects, as described next.

– Novel Architecture Design. Centinela’s architecture is a pioneering integra-
tion of information retrieval and group recommender systems, specifically
designed to overcome the traditional barriers to academic collaboration. This
architecture not only supports the functional requirements of the system but
also ensures that all interactions between these components are streamlined
and effective, enabling real-time updates and synchronization across the sys-
tem’s front-end and back-end services.

– GUIs Design and Implementation. Centinela’s GUIs were crafted to enhance
user experience, making them both intuitive and engaging for researchers.
The design process focused on user-centered principles, ensuring that the
interfaces are not only visually appealing but also functional. These GUIs
serve as a critical bridge between the complex back-end processes and the
users, providing them with easy access to sophisticated research tools and
data. The implementation of these interfaces, which were evaluated, demon-
strates Centinela’s commitment to enhancing the productivity of its users.

– Sociotechnical Considerations. A deep understanding of the sociotechnical
dynamics within academic communities guided Centinela’s development. The
platform is designed to enhance user interaction and foster a collaborative
environment conducive to shared research efforts. By addressing both the
social and technical aspects of collaboration, Centinela helps build more cohe-
sive research groups and improves the overall quality of research output. It
has the ability to support diverse researcher interactions and activities.
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– Scalability and Adaptability. Centinela’s architecture was conceived with scal-
ability and adaptability at its core. It uses Docker containers to ensure that
each component can be independently scaled and updated without disrupt-
ing the entire system. Then, Centinela adapts to varying demands and can
be easily expanded to include new functionalities. The flexible architecture
ensures that Centinela can grow alongside the evolving needs of the academic
community, making it a long-term solution for researchers.

5 Conclusion

An increase in scientific production has been observed, which has generated
the need for an efficient computing tool to support Ecuadorian communities of
scholars in activities like forming networks, searching for collaborators, and ana-
lyzing and choosing research topics. The primary objective of this project is to
address this problem by integrating the ResNet and ReSearchDecide systems
into a single platform called “Centinela”. The project focuses on redesigning
the two existing platforms to ensure they are interoperable, allowing effective
communication between them. The integration of both systems into the unified
Centinela platform significantly facilitates access to relevant information and
enhances research collaboration capabilities. By merging these systems, Cen-
tinela not only streamlines the flow of information with search and retrieval mod-
ules, but also creates a more cohesive environment for researchers to engage and
collaborate by forming research groups and supporting them in decision-making
processes. In this way, the integration of these components into a cohesive plat-
form significantly enhances the capability of researchers to conduct high-quality,
collaborative research. With the future launch of Centinela, we hope that it will
contribute to the advancement of academic knowledge and innovation, which will
strengthen the reputation of the Ecuadorian scientific community both nation-
ally and internationally.

In technical terms, the Centinela architecture is designed to support scien-
tific information access, data persistence, user interaction, and group collabora-
tion. Centinela leverages Scopus’s up-to-date data collection, providing tools for
effective data analysis and collaboration. The system’s modular design ensures
flexibility and scalability, accommodating evolving research needs and technolo-
gies. Indeed, the proposed architecture not only supports the operational needs
of Centinela but also aligns with best practices for modern application develop-
ment, including the use of containers for deployment, services for system decom-
position, and APIs for service integration. This setup is ideally suited for an
academic collaboration platform like Centinela, which requires robustness, flex-
ibility, and scalability to handle the dynamic and complex data associated with
academic research and collaboration. The system meets the current needs of
Ecuadorian researchers and is also prepared to adapt to future challenges and
opportunities in the academic domain.

As we continue to develop and refine Centinela, our next steps are related
to system deployment for public use. Our aim is to offer Centinela as a free
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access tool, particularly benefiting public universities and the broader academic
community in Ecuador. This initiative is designed to democratize access to
advanced research collaboration tools, contrasting with proprietary systems such
as the Research Information Management System offered by Elsevier. We are
in the process of establishing the necessary infrastructure to ensure that Cen-
tinela is not only accessible but also robust and secure for all users. Deployment
plan includes applying key performance metrics such as response time, system
uptime, and transaction throughput, which must be continuously monitored.
Further details regarding the URL and access protocols will be announced as we
approach the official release, ensuring that the academic community can fully
leverage Centinela’s capabilities for research collaboration and management.
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1 Introduction

The ongoing challenges posed by pandemics, exemplified by the coronavirus dis-
ease pandemic that first emerged in November 2019 (COVID-19), which has
claimed over 7,004,638 lives as of March 10th, 2024 [1], underscore the need
for advanced predictive tools in healthcare. COVID-19, caused by the Severe
Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), has seen evolving
viral variants that complicate pandemic countermeasures due to antibody neu-
tralization escape and enhanced transmission [3]. In this environment, early and
accurate prediction of disease severity is crucial for effective patient manage-
ment and resource allocation [14]. Artificial Intelligence (AI) has emerged as a
potent tool in managing such pandemics [38], offering data-driven insights that
augment patient triage [6,18]. Recent advancements in AI and machine learning
(ML) technologies demonstrate significant potential in leveraging clinical and
laboratory data for predictive modeling. These tools are increasingly capable of
anticipating disease progression and outcomes with remarkable accuracy across
various conditions [16], not limited to COVID-19. Identifying key clinical fea-
tures that predict disease severity is a major challenge, given the vast array of
potential biomarkers and patient data [4]. Moreover, integrating AI into health-
care workflows requires not only accurate but also interpretable and feasible
models [5,20].

This study contributes to the field of AI in healthcare by focusing on opti-
mizing disease severity prediction models through feature importance analysis
[40] and hyperparameter optimization [7]. By employing L1 regularization [39],
we identified key biomarkers that significantly impact predictions, streamlining
the model to enhance both its performance and practical applicability. Addition-
ally, the Hyperband method [25] for hyperparameter optimization was utilized
to refine our neural network models, thereby increasing their predictive accu-
racy while maintaining computational efficiency. Although initially developed
for COVID-19, the methodologies and insights derived from this study have
broader applications, potentially aiding in the management of other diseases
with similar dataset characteristics. The goal is to refine predictive modeling
techniques, focusing on the identification of critical biomarkers and the opti-
mization of model parameters, to enhance predictive accuracy and operational
efficiency in clinical settings.

2 Methodology

Our approach is designed to refine predictive modeling techniques, initially tar-
geting COVID-19 severity but applicable to any disease where the dataset shares
similar characteristics. We focus on identifying critical biomarkers and optimiz-
ing model parameters to enhance both predictive accuracy and operational effi-
ciency in clinical settings. Figure 1 illustrates the methodology used in our study,
systematically structured into several phases: dataset compilation and prepro-
cessing, feature selection via L1 regularization, model development leveraging
neural networks, and rigorous hyperparameter optimization.
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Fig. 1. Methodology employed in our study

2.1 Ethics

Written informed consent was waived, since this study carried out nonexper-
imental research with secondary data, anonymized patients, type and design
with descriptive characteristics. We received ethical approval from the board of
the IESS COVID-19 Hospital Quito Sur Ethics Committee. The study was con-
ducted in compliance with national ethical standards and the 2013 revision of
the Declaration of Helsinki.

2.2 Dataset Description

This study leverages a comprehensive dataset initially including 4009 patients
diagnosed with COVID-19 via molecular tests (CDC 2019-Novel Coronavirus
RealTime RT-PCR Diagnostic Panel in upper and lower respiratory specimens)
and COVID19-like symptoms upon admission, spanning from March 13 to June
17, 2020. This period marked the beginning of the pandemic in Quito, Ecuador.
All the basic information and laboratory results were downloaded from patients’
electronic medical records (IBM AS-400).

We conducted a retrospective analysis focusing on hematological and arte-
rial blood gas parameters. Drawing samples for routine laboratory tests took
place upon admission, whereas arterial blood gas exam (gasometry) was per-
formed after a 40 min interval of average, using the Sysmex XN-550 TM (Sysmex
America Inc., USA) and the RAPIDPoint B500 (Siemens Healthcare GmbH;
Germany) systems, respectively. For the analysis, we systematically catego-
rized patients into “Severe” and “Non-Severe” groups based on their Pneumonia
Severity Index (PSI) [12] and partial oxygen pressure [PaO2] levels [23]. Only
those patients with a PSI above 3 (1215) in the triage evaluation were submit-
ted to the gasometry. From them, 489 patients suffered from blood hypoxemia
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(PaO2 < 60 mmHg) and were classified as “Severe” [23]. The rest, 726 patients
with a PSI > 3 and PaO2 ≥ 60 mmHg were considered “Non-Severe” . This
stratification facilitated a more nuanced understanding of the disease’s impacts
and supports the refinement of predictive models for patient outcomes.

Data Preparation Table 1 shows the COVID-19 severity prediction dataset,
comprising data from 1215 patients and 64 key indicators relevant to COVID-19
severity. These indicators, encompassing a wide array of clinical and labora-
tory variables, provide a robust basis for the development of predictive mod-
els. To deal with missing data in our epidemiological studies, we used the
SimpleImputer from the scikit-learn library. We chose the most frequent
strategy to replace missing values with the most common value (mode) for each
variable. This method is backed by research and helps maintain the consistency
of the dataset. By minimizing potential biases introduced by missing data, we
can create a more complete dataset for training our machine learning model,
improving its accuracy in making predictions.

Table 1. Sample of the COVID-19 Severity Prediction Dataset

O2SATPCO2AgeLymphocytes pctNeutrophils pct . . . Class Severity

84.0 37.0 28 15.3 77.4 . . . 1

92.0 37.0 69 30.0 62.3 . . . 0

87.0 23.0 72 16.6 78.4 . . . 1

94.0 70 8.5 81.5 . . . 0

91.0 26.0 52 14.7 77.6 . . . 1

2.3 Feature Processing and Extraction

In our analysis, we emphasize processing and extracting features. We use L1 reg-
ularization [27], also known as Lasso regression, to identify the most important
markers that predict the severity of COVID-19. L1 regularization aims to reduce
the sum of the absolute differences between the actual and predicted values, help-
ing us to find the most relevant and predictive features. This is mathematically
represented as follows:

1
n

N∑

k=1

(yi − ŷi)2 · α · 1
n

+
N∑

k=1

| wi | (1)

where y is the actual output variable and ŷ is the expected output, w is the
weight, and α is the regularization parameter that it is going to be adjusted.

We created a visual representation using a bar graph, ranking features from
most to least important (Fig. 2). This visualization revealed key findings that
have implications for both research and clinical decision-making in this con-
text. Firstly, the prominence of oxygen saturation (O2SAT) and partial pressure
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of carbon dioxide (PCO2) as the most critical features underscores the impor-
tance of arterial blood gasometry indicators in assessing COVID-19 severity. This
emphasizes the crucial role of respiratory function and gas exchange in patients
affected by the SARS-CoV-2 virus, consistent with the COVID-19 nature as a
viral respiratory disease.

Age emerges as a significant predictor, aligning with clinical and epidemio-
logical evidence suggesting that older patients are at increased risk of developing
severe COVID-19. This reinforces the necessity of considering age as a critical
factor in risk assessment and clinical decision-making. Additionally, the inclu-
sion of specific laboratory markers such as C-reactive protein (CRP), hematocrit
(HCT), glucose, and bicarbonate anion (HCO3-) among the top predictors high-
lights their relevance as biomarkers of COVID- 19 poor progression and their
potential utility in predicting severe COVID-19. These biomarkers may reflect
the patient’s systemic inflammatory response, electrolyte balance, and metabolic
status, which are critical in COVID-19 pathophysiology. Interestingly, the finding
that some biomarkers, such as basophil total counts and percentage, as well as
the medium platelet volume-to-platelet count (MPV/PC) ratio, hold zero impor-
tance suggests that these parameters may not help predict COVID-19 severity
within the context of this study. This can aid in simplifying predictive models
by excluding variables that do not significantly contribute to model accuracy.

Fig. 2. Distribution of Feature Importance for COVID-19 Severity Prediction

The results suggest that more efficient and cost-effective predictive models
could be developed by focusing on a subset of highly predictive indicators. This
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could enhance the accuracy of predictions and optimize resource use in clini-
cal settings, especially under high-demand or limited resource scenarios. These
highlighted points underscore the complexity of COVID-19 and the relevance of
a multidimensional approach to its assessment and management. Identifying the
most predictive features provides valuable directions for future research and the
development of clinical tools to predict and manage severe COVID-19 disease
more efficiently.

2.4 Learning Phase

The Learning Phase of our study was centered on the application of supervised
learning algorithms to predict COVID-19 severity based on the refined set of fea-
tures obtained from the Feature Processing and Extraction phase. Our approach
involved training, validating, and testing models to ensure that predictions were
robust and reliable.

Model Selection In the process of selecting an appropriate model for our
supervised learning task, we concentrated on the characteristics of our dataset,
which consisted of numerical values and the binary classification of COVID-19
severity into “Severe” and “Non-Severe” cases. Given these considerations, we
decided to utilize neural networks as our primary modeling technique. Neural
networks are a class of machine learning algorithms inspired by the structure and
function of the human brain. At their core, neural networks consist of layers of
interconnected nodes or “neurons,” where each connection can transmit a signal
from one node to another. The strength of these connections, or “weights,” is
adjusted during the training process to minimize the difference between the
predicted outcomes and the actual outcomes. This allows the network to learn
complex patterns in the data. The utility of neural networks in our study lied
in their remarkable ability to model non-linear relationships and interact with a
vast amount of variables, making them highly effective for classification tasks.

2.5 Hyperparameter Optimization

In our study, hyperparameter optimization is critical step in fine-tuning our neu-
ral network model to achieve optimal performance. We have chosen to utilize the
Hyperband algorithm [25] for this purpose. Hyperband is a modern optimiza-
tion technique that makes finding the ideal settings for any model more efficient
than traditional approaches like Grid Search or Random Search. It surpasses
Grid Search, which tries every combination of hyperparamters, and Random
Search, which randomly selects combinations without attention to past out-
comes. Hyperband is innovative because it changes the number of configurations
it explores based on their performance, using resources wisely.

The Hyperband Algorithm Hyperband is a powerful tool for optimizing
hyperparameter tuning. It distributes resources wisely to configurations that
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have potential and eliminates low-performing models quickly. This “successive
halving” method ensures that computational resources are focused on the most
promising models, which is crucial for training complex deep learning models
with lengthy training times.

Hyperband’s core principle (Algorithm 1) involves a series of tournaments
between different configurations. It initiates with a wide range of random con-
figurations, which are then progressively refined. In each round, promising con-
figurations receive additional resources. This iterative approach enables Hyper-
band to effectively navigate the hyperparameter space and pinpoint the most
impactful configurations, all while minimizing computational costs compared to
exhaustive methods like grid or random search.

Algorithm 1 Hyperband Algorithm
1: Input: max epochs, factor
2: Initialize: s max = 1 + logfactor(max epochs)
3: for s ∈ reversed(range(s max + 1)) do
4: n = int(ceil(1 + logfactor(max epochs)/ logfactor(factor)))
5: r = max epochs ∗ factor−s

6: Sample n configurations
7: for i ∈ range(s + 1) do
8: Train each configuration for r ∗ factori epochs
9: Keep the top n/factor configurations

Hyperband determines the highest number of iterations (s max) based on
the total epochs and a reduction factor. Each iteration, known as a “bracket,”
begins by randomly selecting a set of configurations and training them for a
certain number of epochs. Configurations are then evaluated, and only the top
performers are selected for further training in the next round. This halving con-
tinues until the most promising configuration is identified. The factor controls
the rate of reduction in the number of configurations and the increase in the
number of epochs for each round, balancing the exploration of the hyperparam-
eter space with the depth of training for promising models.

Neural Network Architecture for Hyperband Optimization To imple-
ment Hyperband, we designed a base neural network architecture with adjustable
hyperparameters. Table 2 shows the architecture’s flexibility, which allows
Hyperband to explore a wide range of configurations to identify the optimal
setup. The choice of the sigmoid activation function for the output layer was due
to its effectiveness in binary classification problems, producing outputs in the
range (0, 1), ideal for modeling the probability of the “Severe” or “Non-Severe”
classes. Adam optimizer [17] has been proven to be a good choice compared
to the classical stochastic gradient descent procedures. The binary crossentropy
loss function was used for its suitability in binary classification tasks, directly
optimizing for the model’s ability to predict the probability of class membership
accurately.
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Table 2. Base Neural Network Architecture Parameters

Parameter Range

Input Layer Neurons 8 to 128 (step of 8)

Hidden Layer Neurons 8 to 128 (step of 8)

Number of Hidden Layers 1 to 5 (step of 1)

Dropout Rate 0 to 0.5 (step of 0.1)

Activation Functions ReLU, Leaky ReLU

Output Activation FunctionSigmoid

Learning Rate 1e-2, 1e-3, 1e-4

Batch Size 2, 16, 32, 64, 128

Optimizer Adam

Loss Function binary crossentropy

Furthermore, an important consideration in neural network design is the
prevention of “dead neurons,” which can occur with the use of certain activation
functions like ReLU (Rectified Linear Unit). ReLU, commonly used in neural
networks, can cause “dead” neurons where the output is always zero, limiting
the model’s learning capability. This happens when ReLU’s output is zero for
negative inputs and the neuron’s weights adjust to keep the output negative.
Instead of ReLU, we explored also Leaky ReLU, which adds a small positive
gradient for negative inputs. Unlike ReLU’s zero output for negative values,
Leaky ReLU produces a small non-zero output, addressing the issue of dead
neurons and enhancing the model’s ability to learn data patterns.

To prevent overfitting, we integrated also Dropout into our base neural
network architecture. Overfitting happens when a model captures too many
details in the training data, leading to poor performance on new data. Dropout
addresses this by randomly deactivating some neurons during training. This
forces the model to learn features that are not dependent on specific neurons,
creating a more robust model with better generalization abilities.

Objective and Configuration of Hyperband Our study used validation
accuracy as the performance measure for Hyperband, seeking to enhance the
model’s accuracy on the validation dataset. To ensure a comprehensive search
while considering available computational resources, we set max epochs to 10
and factor to 3. The number of iterations for Hyperband is determined by a
specific mathematical formula:

1 + �logfactor(max epochs)� (2)

By using Early Stopping, we improved our Hyperband approach. Early Stop-
ping stops training on models that have not improved their accuracy val accuracy
after a set number of epochs. This not only saves computational costs but also
prevents overfitting.
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2.6 Machine Learning Performance Metrics

To evaluate our neural network’s ability to predict COVID-19 severity, we
applied several established machine learning metrics:

– Accuracy: Reflects the overall model correctness:

Accuracy =
TP + TN

TP + TN + FP + FN
, (3)

where TP , TN , FP , and FN stand for true positives, true negatives, false
positives, and false negatives, respectively.

– Precision: Measures the accuracy of positive predictions:

Precision =
TP

TP + FP
. (4)

– F1-Score: The harmonic mean of precision and recall, suitable for uneven
class distributions:

F1-Score = 2 · precision · recall
precision + recall

. (5)

– AUC (Area Under the ROC Curve): Indicates overall performance
across all classification thresholds, where 1 represents perfect accuracy.

– Cohen’s Kappa: Assesses the agreement level between predictions and
actual classifications:

Cohen’s Kappa =
po − pe
1 − pe

(6)

where po is observed agreement and pe is expected agreement under indepen-
dence.

3 Results and Discussion

3.1 Training Phase

The training phase of our study was guided by the insights gained from L1 reg-
ularization, which highlighted the significance of certain metrics in predicting
COVID-19 severity [2]. Leveraging the Hyperband algorithm, we embarked on
a sequential search to identify the optimal neural network architecture, start-
ing with the most critical metric, oxygen saturation (O2SAT). This approach
allowed us to systematically explore the utility of adding more metrics, such as
the combination of oxygen saturation (O2SAT) and partial pressure of carbon
dioxide (PCO2), and so on, incrementally incorporating additional metrics to
evaluate their collective impact on model performance. The aim was to ascer-
tain the minimum set of metrics necessary for accurately diagnosing COVID-19
severity, thereby providing a streamlined diagnostic tool for medical practitioners
that focuses only on the most informative indicators [2,15,21,32,33].
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Our dataset was divided into training, validation, and testing sets, comprising
80%, 10%, and 10% of the data, respectively. This division is crucial for several
reasons. Primarily, it ensures that the model is trained on a large portion of
the data (training set), while also being fine-tuned and validated against unseen
data (validation set) to prevent overfitting. The testing set, also unseen during
training, is used to evaluate the final model’s performance, offering an unbiased
assessment of its predictive capabilities. Such a split is essential for developing
a model that generalizes well to new, unseen data.

Furthermore, all data were normalized to fall within a range of 0 to 1. Nor-
malization is a critical preprocessing step in machine learning, particularly in
neural network models, as it ensures that all input features contribute equally
to the model’s prediction [35]. Without normalization, features with inherently
larger scales dominate the learning process, potentially biasing the model and
impairing its ability to learn from other features. Normalizing the data to a com-
mon scale allows the neural network to train more efficiently and converge to a
solution more quickly, leading to improved model performance.

3.2 Analysis of the Results

The detailed examination of our training outcomes is visually represented in
Fig. 3, which contrasts the machine learning performance metrics with the num-
ber of features, uncovers essential insights into our models’ predictive capabili-
ties. We emphasize the two top-performing models by marking their correspond-
ing bars in red. Notably, the optimal performance is achieved when utilizing
the five most important metrics: oxygen saturation (O2SAT) [31,34,37], partial
pressure of carbon dioxide (PCO2) [13,29,30], age [10,36], percentage of lym-
phocytes (Lymphocytes pct) [9,22], and percentage of neutrophils (Neutrophils
pct) [24,26,28].

However, it is important to note that if we only analyze the precision metric
alone, the model incorporating these five key metrics ranks third. In this sce-
nario, the model that employs only O2SAT as the input for training the neural
network achieves 100% precision, accurately identifying all positive cases with-
out any false positives. This metric is especially crucial in scenarios where false
positives can lead to serious consequences, although it does not take false nega-
tives into account. Despite this, for the other metrics evaluated, the model using
the five most crucial biomarkers stands out as the best performing, reinforcing
its effectiveness and the importance of integrating these five essential measures
to improve model performance. This observation is critical as it demonstrates
the advantage of a targeted approach compared to models incorporating a wider
range of parameters.

The diminishing predictive power of models with an increasing number of fea-
tures beyond the critical five metrics underscores a pivotal concept in machine
learning: the paradox of complexity [19]. Incorporating more metrics does not
necessarily enhance model performance; in fact, it can lead to increased com-
plexity, diminishing returns, and potentially, a decrease in the model’s ability to
generalize to new data. This phenomenon can be attributed to several factors:
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Fig. 3. Summary of Testing Results with Incremental Feature Inclusion

– A complex model with too many features may fit the training data too closely,
capturing noise as if it were a significant pattern, which impairs its perfor-
mance on unseen data [11].
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– Each additional feature introduces a new dimension to the problem space.
When many of these dimensions contribute little to no predictive value, they
can dilute the impact of truly relevant features [8].

– More features necessitate more parameters to be estimated, increasing the
computational complexity and resource demands of model training and infer-
ence [41].

The results suggest that more efficient and cost-effective predictive models
can be developed by focusing on a subset of highly predictive indicators [33].
This streamlined approach not only enhances the accuracy of predictions but
also optimizes resource use in clinical settings, especially under high-demand
or limited resource scenarios. By identifying the most predictive features, we
provide valuable direction for future research and the development of clinical
tools to more effectively predict and manage COVID-19 severity.

The high accuracy achieved in this study can be attributed to the targeted
selection of key biomarkers through L1 regularization and the optimization of
neural network architectures using the Hyperband method. Unlike other models
that can be present in the literature, which may utilize a broader range of fea-
tures or different optimization techniques, our approach focuses on a minimal set
of highly informative biomarkers, leading to enhanced model performance. While
direct comparisons with other studies are challenging due to the unique charac-
teristics of our dataset, the methodology employed here demonstrates superior
efficiency and accuracy by leveraging only the most critical features, which is
reflected in the high accuracy rates observed. Our findings advocate for a tar-
geted approach in feature selection, emphasizing the importance of identifying
and utilizing key metrics that offer the most significant predictive value. This
strategy ensures the development of models that are not only accurate and effi-
cient but also practical and interpretable within clinical and research settings.

4 Conclusions

We have demonstrated the potential of artificial intelligence in optimizing the
prediction of disease severity, using COVID-19 as a case study. Our approach
emphasizes the importance of feature selection and hyperparameter optimiza-
tion. Employing L1 regularization and the Hyperband method, we identified a
crucial set of biomarkers-oxygen saturation (O2SAT), partial pressure of carbon
dioxide (PCO2), age, percentage of lymphocytes, and percentage of neutrophils-
that together predict disease severity with remarkable accuracy.

Key conclusions from our research include: First, feature selection is essential
in enhancing AI model effectiveness and efficiency in clinical settings, highlight-
ing the importance of focusing on a select group of informative biomarkers. This
approach could be particularly useful for addressing domain shifts or changes in
data distributions, such as those caused by new viral strains like the JN.1 variant,
which can impact predictive performance and accuracy. Second, the Hyperband
method has proven effective for hyperparameter optimization in neural network
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models, striking an optimal balance between predictive precision and computa-
tional complexity. Lastly, our findings provide promising avenues for using AI
tools in the risk stratification of patients, facilitating more efficient resource allo-
cation and improved patient management, potentially saving lives through early
and personalized interventions.

This study is subject to several limitations. The reliance on a predefined
tabular dataset constrained the ability to explore and extract novel features
from alternative data types, such as radiological images or genomic sequences,
which could further enhance predictive performance. While the methodology
was developed with a focus on COVID-19, its principles are applicable to other
diseases with similar data structures. However, comprehensive validation across
diverse datasets is necessary to confirm its broader applicability. Despite these
limitations, the framework developed in this study offers a robust foundation
for future research, with opportunities for refinement through the integration of
more complex data types and advanced AI models. Further research should also
include a detailed evaluation of the clinical impact of these predictive tools in
practical healthcare settings to optimize their utility.
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Abstract. The present research presents an innovative strategy to improve water
quality management in aquaculture environments by employing machine learning
methods. A telemetric system was used to collect and monitor environmental data
such as the power of Hydrogen (pH), Temperature, Turbidity and Total Dissolved
Solids (TDS). The centrepiece of this study is the development of a telemetry-
based predictive model, which leverages this data to predict changes in water
quality. Several machine learning algorithms were tested, including Random For-
est, Gradient Boosting, Polynomial Regression, Linear Regression, and k-Nearest
Neighbors. After extensive testing, it was determined that Random Forest stood
out as the most effective algorithm, achieving an extraordinary accuracy of 0.999
with a training time of just 12 s. This model allows for the proactive detection of
conditions that could lead to the degradation of the aquatic habitat, enabling early
warning of possible incidents. By anticipating these events, aquaculture resource
managers can take corrective action in a timely manner, reducing the risks associ-
ated with water degradation. The results obtained underline the effectiveness and
feasibility of applying machine learning methods in water quality management in
aquaculture environments, showing that the combination of telemetry and appro-
priate algorithms can offer accurate and rapid solutions to improve sustainability
and efficiency in this field.

Keywords: Aquaculture · Data Science · IoT ·Machine Learning · Predictive
Models · Telemetry

1 Introduction

The aquaculture, a crucial sector in food production, faces significant challenges in
maintaining water quality, an essential factor for the health of aquatic organisms and
crop productivity (Amenyogbe 2023; Colombo and Turchini 2021). Despite the use of
telemetry systems tomonitorwater parameters in real time, the lack of efficient predictive
tools that take advantage of these data to prevent water degradation limits the proactive
actions of producers, increasing risks and losses in the sector (Thai-Nghe et al. 2020; P
et al. 2023).
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This rapidly expanding sector satisfies a significant portion of the world’s demand
for fish products, including popular species such as tilapia (Nie and Hallerman 2021).
Globally, tilapia production has seen significant growth, driven by increasing demand
in both local and international markets, particularly in the United States, which is the
largest importer of tilapia worldwide (Miao andWang 2020; Dai et al. 2020). In Ecuador,
the production of red tilapia is being evaluated as a promising aquaculture activity in the
Morona Santiago province (Edison Carillo et al. 2023).

The Internet of Things (IoT) in aquaculture involves the implementation of intercon-
nected technologies designed to optimize operations, enhance sustainability, and protect
the environment, ultimately improving the profitability and efficiency of aquaculture pro-
duction (Acar et al. 2019). Through sensors, automation and real-time monitoring, IoT
enables more accurate and efficient management of culture systems, optimizing water
quality, feed and environment for fish (Bachri 2023; Antonio et al. 2023). However, the
growth of this sector brings inherent challenges, with water quality management being
one of the most critical for the survival and welfare of aquaculture species (Rastegari
et al. 2023).

This work focuses on the development of a predictive model using machine learn-
ing techniques applied to telemetry data to improve the prediction and early detection of
water quality degradation in aquaculture. This is carried out by identifying key variables,
evaluating predictivemodels and validating themodel through testing in real aquaculture
environments. Through this system, it is possible to carry out proactive actions recogniz-
ing the degree of importance of integrating advanced solutions such as machine learning
in the management of the quality of the fish environment, presenting an innovative app-
roach to significantly transform efficiency and sustainability in the aquaculture sector,
in this case the study introduces an advanced predictive model, specifically adapted for
Red Tilapia.

1.1 Related Work

In the project by (Margarita Díaz Orozco et al. n.d.), uses predictive models in aquacul-
ture but differs in methodology and variables compared to the current research. While
focuses on numerical models for Red Tilapia, the current study uses machine learning to
evaluate water degradation, considering biological and environmental factors. AI’s role
in aquaculture is highlighted, particularly in growth, water quality, and disease diagnosis.

The research by (Stankovic et al. 2020) explores the use of Fourth Industrial Revolu-
tion (4RI) technologies, such as AI and big data, in the public sector for water and sanita-
tion in Latin America and the Caribbean. This study contrasts with the current research,
which applies machine learning in aquaculture for the care of Red Tilapia, focusing on
the specific challenges and implementation of these technologies in different sectors.

The article by (Chen et al. 2021) focuses on the design of a recirculating aquaculture
system using machine learning methods. This work is relevant to the research as both
studies apply machine learning in aquaculture. While the cited research focuses on
system design, this work focuses on water degradation prediction making use of an
end-to-end IoT system.

These studies show different approaches in the application of predictive models in
aquaculture.While one of them focuses on a numericalmodel to improve the profitability
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of Red Tilapia, the present study employs machine learning techniques to predict water
degradation, considering biological and environmental variables. In addition, research
on the use of artificial intelligence in areas such as biomass growth and disease diagnosis
complement this approach. On the other hand, although the use of 4RI technologies in
the public sector, specifically in water and sanitation, is addressed in another study, its
relevance lies in the adoption of advanced technologies in similar contexts.

2 Methodology

2.1 Types of Investigation and Methodologies Applied

This study aims to discover the current characteristics of aquaculture water quality and
to understand the relationships between key variables. Water conditions in aquaculture
systems were mapped using telemetric data, identifying key patterns, which corresponds
toDescriptive Research. Then, causes and correlationswere analyzed, such as the impact
of nitrates and external factors on water quality, framed as Explanatory Research. Subse-
quently, models were trained to predict future water degradation, using current and past
data, as part of the Predictive Investigation. Finally, a statistical analysis was carried out
to evaluate the effectiveness of the predictive models and the implemented methodol-
ogy, which reflects as Quantitative Research. Across the development of the research, an
observation of telemetric variables in aquaculture systemswas carried out. The analytical
method made it possible to evaluate and compare various predictive models available in
the literature. Applying the synthesis method, it was possible to integrate the telemetric
data under dynamic conditions, providing a complete evaluation of the effectiveness and
accuracy of the model, thus ensuring a robust validation of the predictive model.

2.2 Data Collection

Data collection was carried out using a telemetry system equipped with sensors to mea-
sure four key variables: pH, Temperature, Turbidity and TDS. These sensors provided
real-time measurements, allowing constant monitoring of water quality in the aquacul-
ture environment. Telemetry facilitated automated and accurate data collection, essential
for the development and validation of the predictive model (see Fig. 1). This system
shows how node sensors connect to a central module, which transmits data via MQTT
protocol to a cloudplatform.Thedata is then accessible throughvarious devices, enabling
real-time monitoring through Wi-Fi or Ethernet.

2.3 Data Processing

Adetailed analysis of the data set was carried out using tools such asMicrosoft Excel and
Tableau Prep Builder to organize the preliminary data on the most influential variables
that affect water quality in aquaculture systems. In Fig. 2, it is shown how the data
collected from the telemetry system, including pH, TDS, temperature and turbidity,
undergoes cleaning and preparation before being analyzed.
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Fig. 1. A 3-layer telematic system architecture used to collect the dataset entries.

Fig. 2. Data processing flowchart: data analysis and model development.

2.4 Identification of the Variables Influencing Water Quality

Four key variableswere identified to develop the predictivemodel. The independent vari-
ables selected are: ‘pH’, ‘Temperature’, ‘Turbidity’ and ‘TDS’. These variables are con-
sidered fundamental factors to anticipate and evaluate water degradation in aquaculture
environments (Table 1).

Categorical variables were established by adjusting to discrete levels, these are:
the ‘Ctg pH’, ‘Ctg Temperature’, ‘Ctg Turbidity’, ‘Ctg Total Dissolved Solids (TDS)’
and ‘Optimum Quality’. These categories are the values that allow prediction using the
previously mentioned independent variables. These categories act as key indicators to
evaluatewater quality and contribute to the success of the predictivemodel in aquaculture
(Table 2).
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Table 1. Independent variables

Variable Data type Description Min. value Max. value

pH Numeric Acidity/Basicity 3 14

Temperature Numeric Degrees Celsius 4 37

Turbidity Numeric Water clarity 0 20.5

TDS Numeric Total dissolved solids 0 1000

Table 2. Dependent variables

Variable Data type Description Min. value Max. value

Ctg pH Numeric pH interval 1 5

Ctg temperature Numeric Temperature interval 1 5

Ctg turbidity Numeric Turbidity interval 1 3

Ctg TDS Numeric TDS interval 1 3

Optimum quality Numeric Water quality 0 1

2.5 Data Exploration

The unmodified dataset (rawdata) for this research was taken from the IoT system imple-
mented for monitoring variables in aquaculture at the UTEQ university campus. The
variables obtained are Temperature, pH, Turbidity and TDS. The Fig. 3 illustrates the
dataset in its raw form, collected from the IoT system used for monitoring aquaculture
variables before undergoing cleaning and preparation for further analysis.

Fig. 3. Telemetric system, located at UTEQ’s La María Campus.

Red tilapia, a variety of tilapia with a distinctive color, are popular in aquaculture
due to their rapid growth and resistance to various environmental conditions. The pond
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has a system to monitor water status and control parameters such as water temperature,
oxygenation, acidity and water quality.

As discussed in previous work byDíaz Orozco, this table details crucial influences of
variables such as pH, Temperature, Turbidity, and TDS on aquaculture water quality. It
establishes thresholds and effects, such asmortality, reproduction, and growth, providing
guidelines for optimizing environmental conditions (Table 3).

Table 3. Critical variables and values range

Variable Values

pH Decreases pH (< 4.5): increases mortality
4.5 < pH < 6.5: decreases reproduction
pH < 6.5: decreases growth
6.5 < pH < 8.5: optimum pH values
8.5 < pH: decreases growth
8.5 < pH: increase of non-ionized ammonium (toxic)
8.5 < pH: increase phytoplankton
8.5 < pH < 11: decreased reproduction
11 < pH < 14: increased mortality

Temperature Decreases temperature (< 11 °C): increases mortality
Decreases temperature: decreases metabolism and physiological processes
Decrease in temperature (< 20 °C): decrease in reproduction
Decreases temperature/Increases stress/Increases diseases/Increases mortality
Optimal temperature values (22–32 °C): favors physiological performance,
reproduction and avoids stress associated with extreme temperatures
Increases temperature (> 37–38 °C): increases stress
Increases temperature: decreases dissolved oxygen concentration

Turbidity Increases turbidity: decreases alkalinity
Increases turbidity: decreases growth
Increases turbidity: decreases reproduction

TDS Decreases TDS (< 200 ppm): reduction of the buffering capacity
Optimal values: 200–500 ppm
Increases TDS (> 500 ppm): increases fish stress/Decreases
reproduction/Decreases growth

With a robust dataset consisting of 112,456 records for each variable, a valuable
opportunity for detailed analysis and highly relevant predictive models could be per-
formed. This amount of data, collected from June 2023 through December 2023, is a
sample that effectively addresses the inherent variability, establishing a solid foundation
(Table 4).

2.6 Correlation Matrix

This matrix allows identifying the significant relationships in the predictive teleme-
try model, focused on anticipating water degradation in aquaculture. It highlights the
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Table 4. Descriptive statistics of the dependent variables used for the model generation.

Item Ctg pH Ctg TDS Ctg Temp Ctg Turb Optimum quality

Count 112.546 112.546 112.546 112.546 112.546

Mean 3,403 1,644 3,657 1,312 0.1485

Std 0,877 0.688 0.9210 0.463 0.355

Min 1,000 1,000 1,000 1,000 0.000

25% 3,000 1,000 4,000 1,000 0.000

50% 3,000 2,000 4,000 1,000 0.000

75% 4,000 2,000 4,000 2,000 0.000

Max 5,000 3,000 5,000 2,000 1,000

strongest interconnections between the independent variables, such as pH, Temperature,
Turbidity and TDS, and the dependent variables, such as Ctg pH, Ctg Temp, Ctg Turb,
Ctg TDS, and the variable of interest Optimal Quality. It is noteworthy that, in this con-
text, the tds, TDSCategory and Turbidity variables show an outstanding correlation with
the Optimal Water Quality variable. Figure 4 is presented below, showing the significant
relationships between dependent and independent variables.

Fig. 4. The matrix reveals the connections between the water variables and the pond quality.
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The values in the matrix vary from − 1 to 1, indicating the strength and direction
of the correlation between the variables. A value of 1 indicates a perfect positive cor-
relation, − 1 a perfect negative correlation and 0 no correlation. Optimal quality has a
strong positive correlationwith “TDS” (0.74) and a negative correlationwith “Turbidity”
(− 0.50).

2.7 Evaluation Between Different Prediction Models

Due to the nature of the data and the dependent variable, this research fits to supervised
learning algorithms. Training tests were performed with the following algorithms: Gra-
dient Boosting Regression, Random Forest, Linear Regression, Polynomial Regression
and k-Nearest Neighbors. These algorithms allow the prediction of water degradation
in aquaculture using advanced machine learning techniques. For the evaluation of their
performance, the following metrics are considered: R2 measures the proportion of vari-
ability explained by the model (value close to 1 indicates a good fit). MAE (Mean
Absolute Error) is the average of the absolute errors between predictions and actual
values. MSE (Mean Squared Error) is the average of the squared errors (penalizes larger
errors). RMSE is the square root of MSE (provides error in the same units as the data).

To ensure the effectiveness of the predictive model, a data separation strategy was
applied, which consists of using 80% of the data to adapt and train the model, reserving
the remaining 20% for model validation and testing. This data partitioning enables
the model to identify patterns and relationships from a large portion of the set, which
contributes to its predictive capability.

Linear Regression. Linear Regression is a simple but effective method that establishes a
linear relationship between the input variables and the output variable (Maydana Huanca
2021). In the case of anticipating water degradation, Linear Regression can provide a
direct understanding of how variables affect water quality (see Fig. 5).

Fig. 5. Linear regression, optimal quality, as a function of TDS.

The result shows good overall performance with an R2 of 0.80185, indicating that it
explains approximately 80% of the variability in the data. However, it has some short-
comings: an MSE of 0.049880 suggests that the line of best fit is far from many data
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points, the RMSE of 0.22333 indicates small errors on average, but does not guaran-
tee accuracy, and the MAE of 0.14548 reflects significant deviations in the predictions.
Overall, although the model has acceptable explanatory power, its predictions may not
be sufficiently accurate and may need improvement.

Gradient Boosting Regression. It is a supervised learning algorithm that combines
multiple weaker models to form a robust and accurate model. It works by sequentially
building decision trees, correcting for errors in the previous model at each step. This
approach improves model accuracy and is effective in forecasting water degradation by
identifying complex patterns in the data (Palaiokostas 2021).

Fig. 6. Gradient Boosting Regression, optimal quality as a function of TDS.

The predictions of the Gradient Boosting Regression model (red dots) match the
actual measurements (black dots) very well, reflected by an MSE of 0.0006380 and an
RMSEof 0.0252600, indicating near-accurate accuracy (see Fig. 6). AnR2 of 0.9985448
confirms that the model predicts water quality from TDS with high accuracy. The high
reliability of the model is demonstrated by its ability to explain almost all the variability
in the observed data.

Random Forest. It is an algorithm that creates multiple decision trees and combines
them to obtain a more accurate prediction that is resistant to overfitting (Swetha et al.
2023). In the context of aquaculture, Random Forest can identify complex relationships
between variables to anticipate water degradation.

This model predicts “Optimal Quality” with high accuracy (see Fig. 7), as shown
by an RMSE of 0.000006 and an R2 of 0.999999, indicating that it explains 99.99%
of the variability in pH-based water quality. The model predictions agree strongly with
the actual values, and the MAE of 0.000006 suggests that the errors are minimal. The
graphs visually reinforce the accuracy of the model, demonstrating that TDS levels are
a strong predictor of water quality.

Polynomial Regression. It extends Linear Regression by introducing polynomial terms,
allowing modeling of nonlinear relationships between variables. In aquaculture, where
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Fig. 7. Random Forest, optimal quality as a function of TDS.

interactions between factors can be more complex, it can be better when detecting
variability in water degradation (Gómez Fernández 2022).

Fig. 8. Polynomial regression, optimal quality as a function of TDS.

The polynomial regression model created to approximate the relationship between
TDS and water quality has an R2 of 0.8766682, indicating that it explains 87% of the
variability in the “Optimal Quality” of the water (see Fig. 8). Although this suggests a
good fit, there is still 13% unexplained variability. The model shows that the amount of
TDS significantly impacts water quality, suggesting that higher concentrations of TDS
tend to negatively affect water quality.

k-Nearest Neighbors (k-NN). This algorithm is a supervised learning technique that can
be applied in the aquaculture domain to predict water quality. In this approach, nearby
points in the feature space are considered to share similar characteristics (Hamzaoui
et al. 2023).

Evaluation of the k-Nearest Neighbors (KNN) model for predicting optimal water
quality based on TDS shows an MSE of 0.002111 and an RMSE of 0.04595, indicating
high prediction accuracy (see Fig. 9). The MAE of 0.00366 reinforces this accuracy.
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Fig. 9. k-Nearest Neighbors, optimal quality as a function of TDS.

An R2 of 0.9949 suggests that the model explains 99.49% of the variability in water
quality, showing strong agreement between predictions and actual values. Overall, the
KNN model proves to be very efficient and accurate in predicting water quality from
TDS.

Table 5. Algorithm’s accuracy comparison results

Model MSE RMSE MAE R2

Linear regression 0.04988 0.22333 0.14548 0.80185

Polynomial regression 0.03165 0.17791 0.10462 0.87666

Gradient Boosting 0.00063 0.02526 0.00117 0.99854

Random Forest 0.00000 0.00239 0.00002 0.99999

k-Nearest Neighbors 0.00211 0.04595 0.00366 0.99499

2.8 Computational Time and Selected Model

According to Table 5, it is evident that the model applying Random Forest offers the best
fit to the aquaculture environment data. However, since it maintains a certain similarity,
in terms of quadratic error, with Gradiant Boosting, all models were also evaluated
in terms of the time required for training. It can be seen in Fig. 10 that both models
mentioned, present close levels, with a difference of 2 s.

Determination of an algorithm for a predictivemodel for aquaculture telemetry seeks
to find the optimal balance between simplicity and capacity to capture the complexity
of the environmental data, considering the computational variables. According to pre-
liminary results, the model with the best quantifiable fit is based on the Random Forest
algorithm, i.e., its use in aquaculture telemetry is supported by its exceptional capability,
highlighted by a high coefficient of determination, reflecting its ability to outstandingly
explain the variability present in complex aquaculture data. This adaptive capability is
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Fig. 10. Comparison of training ML models regarding the time required to train the dataset.

essential in aquaculture water quality management, where the simultaneous influence of
multiple variables demands flexible and effective responses.

3 Results

To test the trained model, a web application has been created to allow aquaculture
specialists to observe data reception in real time and perform a water quality prediction.

The web application makes real-time predictions using data transmitted from the
telemetry system offering a valuable tool for aquaculture technicians.

Fig. 11. Real-time pH and TDS predictions

The average values presented are pH at 7.44, TDS at 335, Temperature at 27.42,
and Turbidity at 5.50 (see Fig. 11). Based on the interpretation of the prediction, pH is
considered neutral, TDS moderate, Temperature high, and Turbidity low, resulting in an
overall water quality rating of excellent (see Fig. 12).

At overall, this research determined the accuracy and effectiveness of several models
using machine learning techniques. On the one hand, one of the predictive models
achieves an exceptional accuracy of 99.9% with the Random Forest algorithm, which
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Fig. 12. Real-time temperature and turbidity predictions.

allows anticipating and solving environmental problems before they become worst. On
the other hand, the article on “Artificial Intelligence in Aquaculture” also focuses on
the application of artificial intelligence techniques to improve efficiency in aquaculture
production, especially in the optimization of variables for growth and biomass. Although
both articles share the goal of improving aquaculture through technology, the research
stands out by prioritizing proactive water management, which makes it an essential
element for long-term sustainability in this field.

The research also highlights its reliable tests in predicting four key variables using
a telemetry system to collect and process data in real time. This ensures continuous and
up-to-date monitoring of the aquatic environment, enabling accurate interpretations of
water quality. In comparison to the article on 4RI technologies in water and sanitation,
the research surpasses in providing a specific and highly effectivemethod for anticipating
and responding to changes in the environmental conditions.

4 Conclusions

The research highlights the relevance of data preprocessing in improving the quality and
efficiency of predictive models. Careful data handling, including cleaning and proper
partitioning between training and test sets, has been crucial to the success of the model.
The importance of clean data is emphasized, as this allows accurate characterization of
the performance and the relationship between variables in a holistic manner. Without
clean data, there is a lack of a solid basis for further training or model choice.

The comparative study of several algorithms revealed that some algorithms, such
as linear regression, were inadequate for this specific case, others, such as Random
Forest and Gradient Boosting, exhibited high effectiveness in predicting water quality.
Furthermore, the importance of statistical inference and correlation matrix analysis for
an objective mathematical comparison of the algorithms’ performance is highlighted.
This approach helps to express the results accurately through mathematical expressions,
avoiding subjective interpretations in decision making.

Real tests in aquaculture are essential to validate the effectiveness of the predictive
model based on telemetry and machine learning. Telemetry data collection is critical to
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demonstrate the model’s ability to predict water degradation in real aquaculture environ-
ments. These findings not only improve water management in aquaculture farms for a
more sustainable operation, but also brings new research opportunities in the aquaculture
field through the integration of IoT and Data Science technologies.
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Abstract. UAVs are nodes that can fly autonomously or can be oper-
ated remotely. The clustering of UAVs forms what is known as a FANET
network. In a FANET the nodes mobility is much higher than in a
MANET which results in more frequently changes in the network topol-
ogy. Consequently, the broadcasting of packets are also expected to be
executed more frequently which can cause redundancy, contention, and
collision of packets, also known as the Broadcast Storm Problem (BSP).
In this work, we propose the integration of artificial intelligence tech-
niques to the analysis of the retransmission packets in a FANET. In this
regard, various models commonly used in telecommunications networks
were trained. As a result, an AI-based protocol that reduces the BSP
problem is presented. Specifically, the AI-based protocol selects between
two hybrid BSP reduction models. The results show that the proposal is
meaningful in achieving greater efficiency in the retransmissions savings
and thus in the energy consumption.

Keywords: Flying Ad-hoc Network · Broadcast Storm Problem ·
Machine learning techniques · Broadcast mitigation techniques

1 Introduction

The development of unmanned aerial vehicle (UAV) systems is the result of
the rapid deployment of technological advances such as electronic, sensor, and
communication technologies. UAVs are nodes that can fly autonomously or can
be operated remotely. UAVs have been used mainly in military and civilian
applications due to their flexibility, easy installation, and low operating costs
[9,12,13,15]. Nowadays, the proposal of using a group of small UAVs has called
the attention of different applications since the many advantages that this
presents. A Flying Ad-Hoc Network (FANET) has been defined as a network
comprises of UAVs nodes. It is considered as a type of Mobile Ad-Hoc Network
(MANET), where one of the main differences between them is the node mobil-
ity. In a FANET the nodes mobility is much higher than in a MANET which
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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results in more frequently changes in the network topology. Consequently, the
broadcasting of packets are also expected to be executed more frequently which
can cause redundancy, contention, and collision of packets, also known as the
Broadcast Storm Problem (BSP).

The Broadcast Storm Problem has been widely studied in MANETs and
VANETs. In [1], the authors describe in fully the IEEE 802.11 MAC protocol’s
operation, the system and communication models, and the formal specification
of the broadcast operation for MANETs. It highlights the benefits of the alter-
nating MultiPoint Relay (MPR) technique in balancing efficiency, effectiveness,
and energy fairness while comparing other MANET broadcast algorithms. A
Dynamic Broadcast Storm Mitigation Algorithm for VANETs is presented in
[5]. This algorithm considers a safety following distance based on a 3 s rule. In
addition, the mobile velocity is used to compute a corresponding safety mes-
sage broadcast time. However, in recent years, the solution of the BSP has
been tackled in FANETS. The authors in [16] proved that when the number
of UAVs increases, the BSP causes network contentions. Regarding this, authors
proposed a dynamic neighborhood-based algorithm to mitigate the broadcast
storm problem. Following this research line, in our previous work [17], some
basic schemes and hybrid retransmission algorithms used to reduce the effects of
BSP in MANET networks were adapted to FANET networks. The main contri-
bution of this work was to determine the best scheme to avoid the BSP problem
in FANET networks.

Lately, artificial intelligence has had a significant boom, especially in areas
that involve troubleshooting in the operation and administration of networks.
However, when integrating artificial intelligence techniques into the analysis of
packet retransmission, some problems arise that require a solution of their own
according to the technique being implemented. In addition, it is necessary to
determine the parameters that directly and to a greater extent affect the decision
to retransmit or not an incoming packet. This in order to improve the accuracy
of the AI model when making the decision.

The main contributions of this work are:

– Review of AI techniques used in IoT networks.
– Performance evaluation of AI techniques applied to the BSP problem, for

which various models popularly used in telecommunications networks were
trained.

– An AI-based protocol that reduces the problem of BSP. This protocol uses AI
to select between two hybrid BSP reduction models. Adapting the selection
of the broadcast to the characteristics of the environment.

The remainder of this paper is organized as follows. In Sect. 2, we provide the
related work. Section 3 presents the simulation scenarios, the simulation param-
eters, and the trained ML models. The results and the discussion of the results
are described in Sects. 4 and 5. Finally, the conclusion is presented in Sect. 6.
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2 Related Work

In most related works, the BSP problem is proposed to be solved by reduc-
ing redundant retransmissions. For example, in [8], a fuzzy logic-based routing
scheme is presented to fly ad hoc networks. The routing scheme is comprised of
two phases: the route discovery phase and the route maintenance phase. Authors
state that the proposed technique in the first phase will be able to prevent
the broadcast storm problem. However, there are no results that demonstrate
this statement. In [18], authors use machine learning to detect protocol misbe-
haviour in VANETs. Results show that accurate and timely detection of protocol
misconduct during emergency broadcasts significantly decreases the chances of
broadcast storms.

In [3], the AID algorithm is analyzed, which is an adaptive packet retrans-
mission algorithm integrated with an AI technique. This algorithm implements
a decision tree model, that requires as input variables the nodes close to the
emitter node. To obtain these data, it is necessary for the nodes to share their
parameters (speed, packet counters, distance) with all their neighboring nodes
so that the AI model can make the best decision. This exchange of information
between nodes can cause an overload on the network.

In [11], the authors explore the application of AI techniques to packet retrans-
mission algorithms, focusing on adapting to environmental conditions using a
linear regression model. However, understanding the algorithms’ workings is cru-
cial for determining efficiency variables. Simulations with different settings are
needed to enhance performance, incorporating information about the sending
node’s environment.

In order to determine whether to retransmit an incoming packet, in [21]
authors investigate the usage of a convolutional neural network (CNN) model,
which necessitates a huge training data set and network load. To ascertain the
state and connection of the network, the model also necessitates computations
and information sharing across nodes. AI methods can also be used to create
the best retransmission algorithms.

Two AI methods are incorporated into the DBCC algorithm, which is exam-
ined in [10], to monitor and forecast link conditions between nodes and decide
if an incoming packet has to be retransmitted. Support Vector Machines (SVM)
are the first artificial intelligence (AI) approach it uses to forecast the connec-
tivity conditions between nodes. Due to its sensitivity to noise in the input data,
this SVM model requires a substantial amount of training data. A decision tree
model is the second method that this program uses. The model’s AI training
requires extensive data, causing network overload and increasing computational
costs. The data, primarily related to the node parameters, also consumes energy,
highlighting the need for a more efficient network design.

In [19] a machine learning model is applied to a distance-based packet retrans-
mission algorithm. For this algorithm, 3 variables are necessary: the mean dis-
tance between the emitting node and its neighboring nodes, the quadrant statis-
tic and the Rician fading K factor. To obtain the first variable, it is necessary
to exchange information (number of neighboring nodes, distances, quality of the
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link) every certain period of time between the nodes, in order to keep the infor-
mation updated. Once this information is obtained, the last two variables are
calculated. The quadrant statistic allows one to measure how uniformly spaced a
set of points are, and thus to obtain the mean distance between the neighboring
nodes.

3 System Model

A node is an UAV that has a limited transmission range (see Fig. 1(a)). To main-
tain coordination, UAVs must relay messages across the network continuously,
as can be seen in Fig. 1(b). As stated before, this message exchange can cause the
broadcast storm problem. Thus, the main goal of our work is to determine the
retransmission algorithm that reduces the maximum number of retransmmitted
messages based on artificial intelligence. In [4], three approaches are studied to
integrate ML models in MANET networks and reduce the effects of BSP. The
first of them focuses on integrating ML models to determine if the node should
retransmit the packet. For this, some node parameters are selected (node speed,
number of neighboring nodes, number of duplicate packets, etc.) and thresholds
are defined for the selected parameters. Based on the selected parameters and
their respective thresholds, the model must decide whether the packet should be
retransmitted.

Fig. 1. FANET network structure.

The second approach incorporates ML models to improve the performance
of the retransmission algorithms. In this case, the model is responsible of calcu-
lating the value of the algorithm’s decision parameter based on the network and
the node parameters. After the ML model calculates the value of the decision
parameter, the algorithm decides to retransmit the packet.
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The third approach uses ML models to decide the retransmission algorithm
to run. It is necessary to previously choose two packet retransmission algorithms
and select parameters that allow us to analyze the performance of the selected
algorithms. ML models are trained so that, based on the selected performance
parameters, the algorithm that presents the best performance in that network
scenario is chosen and executed to retransmit the packet. This last approach is
studied in the present work in a FANET network scenario.

3.1 Generating Datasets

The selected packet retransmission algorithms were an algorithm based on prob-
ability and counter and an algorithm based on distance and probability. These
algorithms are of the hybrid type (consisting of two basic algorithms) and are
described in more detail in [17]. In order to train the ML models, the necessary
datasets were generated using the previously indicated algorithms. Therefore,
it is necessary to perform multiple simulations, extract the data generated and
save them in a file. The simulation parameters for generating the datasets must
be the same for both retransmission algorithms. This is necessary to compare
the performance of both algorithms in each network scenario.

We consider a simulation area that ranges from 500 to 2500 m2, which
increases in 100 m2 to evaluate the effect of increasing the simulation area on the
performance of the algorithms. Within this area several UAV nodes are deployed
as shown in Fig. 1. Let N = {n1, n2, ..., nr} be the set of UAV nodes. In addi-
tion, the amount of nodes, the transmission range, and the mobility algorithm
are fixed for all the simulations. 693,178 simulations were carried out for each
retransmission algorithm and from each one of them a file was extracted which
contains the generated dataset, giving a total of 1386 generated datasets. All
simulations were performed in a total of 10 attempts analyzing the range of
number of nodes present in the network (50–150).

The communication parameters between drones considered are the 2.45 GHz
operating frequency, 2 dBi antenna gain, omnidirectional antenna, reception
threshold of -110 dB and an EIRP of 100 W. In addition, an obstacle-free environ-
ment was considered and the drones have LOS with their neighbors. In Table 1
the simulation parameters for the generation of the datasets are summarized.

According to [17], the parameters that determine the performance of the
algorithms are the range and the saved retransmissions.The decision parameters
that have to be defined are the input variables of the ML model. For this work,
the chosen decision variables were the number of neighboring nodes and the
speed of the nodes.

To choose the algorithm that has the best performance in each scenario, the
percentage of reach achieved was taken as a basis. If both algorithms present the
same range percentage, the algorithm that generates the highest percentage of
retransmissions saved will be chosen. Thus, the training variable was elaborated
by extracting the number of neighboring nodes, the average speed of the nodes,
and the retransmission algorithm that presented the best results.
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Table 1. Simulation parameters to generate the dataset.

Parameters Values Parameters Values

Simulation area (m2) 500–2500 Package size (bytes) 128

Number of nodes 50 Bandwidth (Mbps) 3

Nodes speed (Km/h) 0–110 Number of repetitions 10

Transmission range (m) 500 Mobility algorithm Random walk

3.2 Training Machine Learning Models

This work was developed using the Classification Learner (CL) app of the
machine learning and deep learning toolbox of the MATLAB software. This
app has some models to train and are detailed in [14]. To train the available
ML models, certain steps must be followed, such as the training variable must
be loaded in the MATLAB workspace; this variable has to be a categorical type
since it contains numerical values (number of neighbouring nodes and average
speed of the nodes) associated with character strings (retransmission algorithm).
Then, CL app automatically recognizes the input data (number of nodes and
speed) and the output data (retransmission algorithm). If the variable is not of a
categorical type, the input and output data of the ML model must be manually
selected, in order to avoid possible errors when performing the training of the
models. Additionally, the validation type Holdout at 20% is selected. This option
causes a certain percentage of the training variable data to be used to check the
precision of the trained model.

After loading the training variable into the app, all available models can be
trained in one session. The time it takes for each model to perform its training
depends on the complexity of the model and the size of the training variable.
If the training variable has many input values, the model will take longer to
train. Once the training process of the selected models is finished, they must be
exported to the workspace to be saved in a file, then, they can be integrated into
the FANET network scenarios to analyze their performance.

3.3 Mobility Model

There are some mobility models that can be integrated to simulate the move-
ments of nodes within the network. These models are divided into four groups:
purely random, time-dependent, planned routes and group mobility models;
these are described in [2,6,7,20].

The mobility model integrated in the present work is the Random Walk.
This model allows to simulate a more dynamic network, since the nodes of the
network are in charge of choosing themselves the speed and direction in which to
move. That is why this model is one of the most used to simulate the movement
of high mobility networks such as a FANET network.
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4 Proposal

This section describes the packet retransmission algorithms selected to be inte-
grated into the ML models, as well as the trained ML models, and the percentage
of precision achieved by each of them.

4.1 Retransmission Algorithms

The retransmission algorithms selected to implement in this work are hybrid
models, which are made up of two basic packet retransmission schemes. The first
one is made up of the schemes based on counter and probability. It combines the
performance of the basic counter-based scheme with a variant of the probabilistic
scheme in which the threshold probability value is calculated based on certain
environmental characteristics of the node. It is called a dynamic probability plus
counter.

The second algorithm considers the basic schemes based on distance and
probability. Like the previous algorithm, this one integrates a variant of the
probabilistic scheme, in which the packet retransmission probability threshold
value is calculated based on parameters of the sending node environment. It is
called dynamic probability plus distance. The details of both algorithms can be
found in [17]. For the generation of the datasets, these algorithms were integrated
into the simulation parameters proposed in Table 1.

4.2 Model Training

For the present work, all ML models available in the MATLAB Machine Learning
and Deep Learning app were trained. This in order to evaluate their performance
and choose those who present the best results to implement them in the test
scenarios. A total of 24 ML models were trained, the percentage of precision
achieved by each of them can be seen in Table 2.

From each of the available models, a classifier type was selected to imple-
ment in the test scenarios. The classifiers chosen were those that presented the
highest percentage of precision in each model. The selected classifiers were: Fine
tree, quadratic discriminant, Naive Bayes kernel, quadratic SVM, medium KNN,
bagged trees and the logistic regression model.

To obtain the results shown, around 600 simulations were performed for each
of the ML models analyzed. These simulations were distributed so that each
proposed scenario (1× 1, 3× 3, etc.) has at least 100 times, with different initial
distributions and speeds in the nodes.

For the implementation of the proposed model in drones, the complexity of
the model and the memory available in hardware must be considered. Models
such as SVM and Ensemble are highly complex and require greater process-
ing capacity and memory. On the other hand, models such as Decision Trees,
Naive Bayes or Logistic Regression are the most suitable for implementation
with drones, since these models do not require large memory spaces to store
them and predictions are generated quickly, even on limited hardware.
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Table 2. Precision of trained models.

Models Types Precision (%)

Decision trees

Coarse tree 99.3

Medium tree 99.3

Fine tree 99.3

Discriminant analysis
Linear 95.3

Quadractic 98.0

Naive Bayes classifiers
Gaussian 97.3

Kernel 98.6

SVM classifiers

Linear 99.3

Quadratic 99.3

Cubic 95.3

Fine Gaussian 98.0

Coarse Gaussian 95.9

KNN classifiers

Fine 94.6

Medium 97.3

Coarse 93.2

Cosine 75.0

Cubic 96.6

Weigthed 95.9

Ensemble classifiers

Boosted trees 70.3

Bagged trees 98.6

Subspace discriminant 70.3

Subspace KNN 78.4

RUSBoost trees 98.6

Regression Logistic 99.3

5 Results

This section presents the results obtained by integrating the ML models in the
FANET network scenarios. A performance comparison is also presented between
having a network that integrates only relay algorithms and a network that inte-
grates an ML model.

5.1 Models Performance

Figure 2 shows the percentage of reachability that is achieved with each of the
ML models. All the models allow to achieve the maximum range in the first three
scenarios, while in the last three scenarios it decreases, because the density of
nodes is low and the nodes are very far apart and do not receive the packet,
which reduces the range of the network. The decision tree model is the one that
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allows a higher percentage of reach to be achieved, since up to the 7× 7 scenario
a reach close to 100% can be achieved. While the KNN model is the one that
generates the least range, since between the 5× 5 and 7× 7 scenarios there is a
difference of about 30% of range.

Fig. 2. Reachability achieved by each trained model.

The percentage of retransmissions saved is shown in Fig. 3. It is observed that
all ML models achieve the same number of retransmissions saved in the first two
scenarios. With the exception of the SVM model, which presents a difference of
15% in the first scenario. In the last three scenarios, the KNN model is the one
with the lowest percentage of retransmissions saved. Since this model is the one
with the lowest percentage of reach and, therefore, the saving of retransmissions
is lower.

In the analysis of the power saving, it was decided to group the simulation
scenarios into three groups. The first one made up of the 1× 1 and 3× 3 scenarios
called the high node density scenario. The second brings together the 5× 5 and
7× 7 scenarios and is called the node-dense mean scenario. And finally the 9× 9
and 11× 11 scenarios form the low node density scenario. Figure 4 shows the
power savings achieved by each of the ML models. It can be seen that in medium-
density scenarios the greatest energy savings are generated, with the decision tree
model being the one that generates the most energy savings. In scenarios of low
node density, the KNN model is the one that generates the least energy savings
because this model has the lowest percentage of range and the least amount of
retransmissions saved. In high node density scenarios, all models generate the
same power savings, except for the SVM model, since according to Fig. 3 this
model presents 15% fewer retransmissions saved. Table 3 summarizes the amount
of energy saved by ML models in each of the network scenarios.
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Fig. 3. Saved rebroadcast achieved by each trained model.

Table 3. Power saving achieved [mW] by each trained model.

Model High node density Medium node density Low node density

SVM 19.71 34.49 10.37

Discriminant analysis 23.10 30.35 9.18

KNN 23.10 34.61 6.57

Logistic regression 23.10 34.46 10.37

Naive Bayes 23.10 31.95 9.68

Decision trees 23.10 34.51 10.37

Ensemble 23.10 29.69 10.37

Table 4 shows the time required for each model to make a prediction in each
network scenario. The high node density scenarios have the highest prediction
times (on average 115 ms for the 1× 1 scenario and 40 ms for the 3× 3 scenario).
In the scenarios of medium and low density of nodes, the lowest prediction times
are presented. The Ensemble model takes the most time to make a prediction.
The decision tree model is the one that generates the smallest prediction times
in all network scenarios.

5.2 Algorithms Comparison

To determine the efficiency of integrating AI models in packet retransmission in a
FANET network scenario, the model that presented the best results was selected
and compared with the results of the hybrid algorithms obtained in [17]. The
Decision Tree classifier has the highest percentage of reach and retransmissions
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Fig. 4. Power saving achieved by each trained model.

saved of all the models analyzed, as well as the amount of energy saved. It also
has the lowest execution times, making it the model that requires the least time
to make a prediction; for these reasons, it is the selected algorithm.

Then, a comparison was made to analyze the efficiency when the AI model
is integrated with the network and the efficiency without the AI model. Figure 5
shows the percentage of range obtained by the hybrid algorithms, where Hybrid
1 is the algorithm based on counter + probability and Hybrid 2 is the algorithm
based on distance + probability, the model of Selected AI and a network model
that only uses Flooding as a packet relay method. It can be seen that Flooding is
the one that generates the most reach in the network, followed by the AI model.
The hybrid algorithm based on counter probability + is the one that generates
the lowest percentage of reach in the last scenarios.

Figure 5 shows the percentage of retransmissions saved by hybrid algorithms
and the AI model. The Flooding method is excluded because it does not gener-
ate retransmission savings. In the first three scenarios, hybrid algorithm 2 is the
one that generates the lowest percentage of retransmission savings, while hybrid



Evaluation of the Use of Artificial Intelligence Techniques 219

Table 4. Prediction time achieved [ms] by each trained model.

Model 1× 1 3× 3 5× 5 7× 7 9× 9 11× 11

SVM 121.71 29.40 3.16 3.19 2.90 2.90

Discriminant 100.33 32.34 4.01 3.66 3.99 3.96

KNN 122.13 39.30 3.92 4.28 4.12 4.33

Regression 152.73 40.63 4.32 5.25 4.54 4.37

Naive Bayes 125.43 39.93 19.56 4.26 4.33 4.28

Decision tree 84.97 27.80 3.10 2.89 2.89 2.91

Ensemble 150.20 68.17 34.92 38.25 35.37 35.51

Fig. 5. Reachability comparison between hybrid algorithms, IA model and flooding.

algorithm 1 is the one that achieves the most retransmission savings, followed
by the AI model (with a difference between 1 and 2% between both). In the
last three scenarios, the AI model is the one that generates the highest per-
centage of retransmission savings, while hybrid algorithm 1 presents the lowest
retransmission savings.

The comparison of the amount of power saved is shown in Fig. 7. It is observed
that the hybrid algorithm 1 is the one that saves the most energy, followed by the
AI model and the hybrid algorithm 2. The AI model generates improvements in
the performance of the network compared to having only the hybrid algorithms
integrated in the network. A greater range is achieved in the network, maintain-
ing a high percentage of retransmission savings. And it is possible to balance the
power saving between the nodes (near, intermediate and far) of the network, as
shown in Fig. 7.
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Fig. 6. Saved rebroadcast comparison.

Fig. 7. Power saving comparison.
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6 Conclusions

The integration of AI techniques to control the BSP problem is an innovative
approach that opens a new line of research. In this work, a literature review
was carried out on the integration of AI models in FANET networks, in this
review it was observed that there are not many related works developed, giving
more importance to the present work and future developments on this topic. In
addition, the approach to follow for the development of this work was defined
and the packet retransmission algorithms to be evaluated and implemented in
the AI models were selected.

To evaluate the proposal, six FANET network scenarios were defined and
their performance based on evaluation metrics. The results show that the pro-
posal is valid and that they manage to be more efficient in saving retransmis-
sions and therefore in energy consumption. The model that generates the highest
percentage of reach is the decision tree model, since until the 7× 7 scenario it
presents values close to 100%. However, the KNN model is the one that gener-
ates the lowest percentage of reach in the last three scenarios. In addition, all the
models present similar percentages of saved retransmissions, except for the SVM
model since, in the 1× 1 scenario, it presents 20% less than the other models.
While the KNN model presents a lower percentage of retransmissions saved in
the last scenarios because its reach percentage decreases in these scenarios.

Regarding the execution times of the AI models, it was found that they are all
similar in all network scenarios. In the case of the 1× 1 scenario, execution times
between 7 and 10 ms occur due to the high density of nodes. In the low-density
scenarios, the execution times are close to 0.2 ms. In conclusion, the decision
tree model performs best when implemented in an FANET network model, as it
generates the highest reach and retransmission percentages saved, and the lowest
execution times and latency.
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1 Introduction

The impact of climate change on biodiversity and agriculture has emerged as
a critical area of research in recent years [1–4]. The finches of the Galápagos
Islands, famously studied by Charles Darwin, serve as a valuable model for under-
standing how environmental factors drive evolutionary changes in species. The
morphology of finch beaks, in particular, exhibits a high sensitivity to environ-
mental variables such as temperature and precipitation, making them an ideal
subject for examining the relationship between climate conditions and physical
adaptations.

This study aims to predict future species distribution and morphological
changes in Galápagos finches based on historical climate data and current beak
measurements. Utilizing advanced machine learning algorithms, including Logis-
tic Regression, XGBoost, and Random Forest Classifiers, this research analyzes
the correlation between climatic variables and beak dimensions. These models
facilitate informed predictions regarding the evolutionary trajectories of finch
species under different climate scenarios.

The dataset from the year 2012, a period marked by notable climatic vari-
ability, serves as the foundation for training the predictive models. The efficacy
of these models is assessed using accuracy metrics, and the most robust model
is subsequently employed to forecast future species distributions. This approach
not only enhances the understanding of the adaptive responses of finches to
environmental changes but also contributes to broader conservation efforts by
identifying potential future risks to biodiversity.

This investigation underscores the importance of integrating climate data
with morphological measurements to predict species adaptations. The findings
aim to provide valuable insights for ecologists, conservationists, and policymakers
working to preserve the unique biodiversity of the Galápagos Islands amidst
ongoing climate change.

2 State of the Art

The harmonious coexistence of nature has long confounded the minds of the
thinkers of yesteryears. “The Origin of Species” by Darwin was perhaps the
first scientific inquiry to unravel the elegant balance and collaboration between
species that have been created to exist in perfect harmony in nature; a cohabi-
tation that is possible only because of the evolution of morphological characters.
The Galápagos Islands, notorious as the cradle of modern evolutionary thought,
inspired this great naturalist Charles Robert Darwin into proposing the prin-
ciples that guided evolution through the process of adaptation to the environ-
ment [5]. He remarked on the presence of finches in the islands and noted their
phenomenal decoupling of size and shape of their beaks relative to location,
which provided him with data for his next proposition: the principle of natural
selection. These finches, situated in geographically close suites of islands, have
evolved finely tuned morphological traits with respect to the environment where
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they exclusively feed and thereby occupy discrete niches on the islands due to
their differential utilization of food resources [6]. Because of the highly variable
environment that the Galapagos offers, it made Darwin proposed that different
species of finch had evolved from a common ancestor that had emigrated from
mainland South America. Then, the impact of environmental changes, such as
urbanization, changes too on the interactions of finches and other Galápagos
species [7].

2.1 Historical Background of Finch Beak Studies

To explore confidence in the existence of true beak-shape evolution, hypothetical
ancestor-descendant pairs representing directional selection were identified in a
unique time-stamped finch beak database obtained from measurements made
by Peter and Rosemary Grant and their colleagues [8]. The authors’ fifteen-year
tracking of the lineage pair from 1990 to 2006 offered the ability to monitor the
direction of phenotypic variation, thereby suggesting a strong basis for inferences
beyond the brief ‘snapshot’ counting of pandemonium that had fostered the
evolutionary paradox [9]. Indeed, analysis of only a portion of the long dance of
evolutionary life yielded a significant relationship to the evolutionary potential
provided by the beak-shift experiment employing medium finches [10].

It was Charles Darwin’s visit to the Galapagos Islands that first led to the
theory of evolution, developed during his time in the islands, over the years
1831 to 1836 [10]. Darwin developed his theory of evolution through the obser-
vation of the many species of finches inhabiting the islands and their differing
appearance, in particular their varying beak shapes [9]. The islands represented
a unique laboratory of evolution that not only affected Darwin but generations
of naturalists since him. Today, the Galapagos, especially the medium ground
finch which comprises what are now designated as different species, share the
focus of the international community because of the groundbreaking nature of
the work despite the ongoing paradoxical and long-mystifying issue of apparently
rapid evolution but lack of evolutionary conclusions [11].

Droughts and Beak Shifts The groundbreaking research of Peter and Rose-
mary Grant on the medium ground finch population on Daphne Major Island
provides a striking illustration of how climate change can shape evolutionary
trajectories. In the early 1980s, a series of severe droughts caused by El Niño
events dramatically altered the island’s ecosystem [12]. The availability of hard
seeds, a crucial food source for medium ground finches, plummeted, leading to
a period of intense selection pressure [13].

In response to this environmental shift, the finch population underwent a
rapid and dramatic change in beak size. Birds with larger beaks, better equipped
to crack open tougher seeds, gained a significant survival advantage. As a result,
the average beak size in the population increased noticeably over a relatively
short period [8]. This remarkable example of natural selection in action highlights
the sensitivity of evolutionary processes to environmental perturbations.
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2.2 Significance of Studying Finch Beak Evolution

The main reason for the lack of developmental studies on finch beak evolution is
the limited availability of embryonic material for beak analysis. This is largely
due to the strict conservation regulations imposed by the Galapagos National
Park [14]. Thus, it has been decided to identify beak changes using an algorithm
that first analyzes evolutionary responses according to climatic changes.

Galapagos finches are a popular model species for studying evolution because
of their complex evolutionary history associated with rapid morphological diver-
gence, geographic diversification, and ecological adaptation. Although Darwin
considered finches to be strong evidence for his theory of evolution by natural
selection, understanding of the developmental biology underlying their evolu-
tionary transformation remains limited [12]. Of particular interest are the evo-
lutionary forces underlying finch beaks, which have highly adaptive functions
driven by different selection pressures on separate islands, especially now with
the climatic changes we are experiencing [13].

2.3 Significance of Beak Morphology in Evolutionary Studies

The importance of beak morphology comes from the close relation of the form
and function, as beak shape is expected to be evolutionarily shaped by its func-
tion or ecological adaptation. By adapting to their specific feeding tasks, the
beak might develop into a certain length, width, and depth and adopt unique
curves [15]. We can understand clear ecological relationships between beak mor-
phology and foraging niches in different wild species, e.g., fruit seed consumers
have thicker and narrower beaks, ground foragers have wider and deeper beaks,
and wood-living invertebrate feeders have flatter, wider, and deeper beaks [14].
Researchers have used such relationships to solve past bird feeding adapta-
tions. The structure-function correlation of beak shape results, because certain
mechanical forces are required for the beak to perform necessary duties, and
relationships to the muscular and skeletal system, suggest that evolutionary or
developmental variations in beak size or shape are indicative of these types of
adaptive pressures [10]. That is why beak shape diversity between species might
be an evolutionary response to ecological factors in the wild [16].

As highlighted in the literature review, several studies have examined the
evolution of finch beaks in the Galápagos Islands. However, the central focus
of our article is to analyze how climate change has influenced past evolutionary
adaptations and how it is likely to continue impacting future evolution. By doing
so, we aim not only to explore historical patterns but also to predict future
evolutionary trajectories using machine learning models. This approach allows
us to fill a gap in the current literature by addressing the interaction between
climate change and adaptive evolution over time, utilizing advanced tools to
forecast evolutionary outcomes under various future scenarios.
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3 Methodology

In the methodology, it is important to emphasize that in addition to correlating
beak dimensions with climatic conditions to verify that climate change is indeed
a driving factor in evolution, species classification based on projected climatic
conditions and beak dimensions is also conducted. This involves training multiple
models with the most recent available data.

3.1 Data Collection

For over four decades, from 1973 to 2012, Peter and Rosemary Grant conducted
research on the Galápagos island of Daphne Major, collecting data on Darwin’s
finches, specifically the species scandens and fortis, to study Darwin’s theory
of evolution. During this extensive period, the Grants dedicated themselves to
observing, tagging, and measuring Darwin’s finches, as well as their environ-
ment. Throughout these observations, they documented environmental changes
and how these changes benefited certain individuals within the population, exem-
plifying the process of natural selection in action.

It is worth noting that the climate data was obtained from another research
source. The primary focus of the dataset revolves around the dimensions of the
finches’ beaks. For these birds, the size and shape of their beaks are traits that
vary to adapt to changes in their environment. Additionally, it is relevant to
mention that the Grants have documented their findings in a book titled “40
Years of Evolution” [17]. It is important to note that this work exclusively utilizes
data from the years 1975 and 2012.

3.2 Data Preprocessing

The preprocessing stage involved several steps to prepare the data for analysis:
data from the year 2012 was filtered to maintain temporal consistency; feature
selection was performed, focusing on temperature, precipitation, beak length,
and beak depth; the categorical variable ‘species’ was converted into numerical
values using the ‘LabelEncoder’ from the ‘sklearn’ library, specifically for the
two species, Scandes and Fortis; and finally, normalization was applied using
‘StandardScaler’ to ensure that the features were on a comparable scale.

3.3 Model Selection and Training

Three machine learning models were employed to predict finch species based
on climatic conditions and beak dimensions: Logistic Regression, XGBoost, and
Random Forest Classifier.

– Logistic Regression: A basic Logistic Regression model was implemented
to serve as a baseline. This are the key variables in the logistic regression
algorithm:
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• X: Input features of the dataset.
• y: Labels corresponding to the input features.
• W : Weights applied to the input features.
• b: Bias added to the linear combination of features.
• z: Linear combination of X, W , and b.
• ŷ: Model predictions.
• L: Loss between the predictions and the actual labels.
• ∇WL and ∇bL: Gradients of the loss with respect to W and b.
• η: Learning rate, controls the size of updates to W and b.

Algorithm 1 Logistic Regression
Require: Training data (X, y)
Ensure: Optimal weights W ∗ and bias b∗

1: Initialize weights W and bias b
2: repeat
3: Compute the linear combination:

z = XW + b (1)

4: Apply sigmoid function:

ŷ =
1

1 + e−z
(2)

5: Compute the loss:

L = − 1

n

∑
(y log(ŷ) + (1 − y) log(1 − ŷ)) (3)

6: Compute gradients: ∇W L and ∇bL
7: Update weights and bias:

W ← W − η∇WL (4)

b ← b − η∇bL (5)
8: until convergence

– XGBoost: The XGBoost model was configured with hyperparameters tai-
lored to handle multi-class classification, including the objective function
‘multi’ and evaluation metric ‘mlogloss’. The model was trained using 100
boosting rounds with early stopping rounds set to 10. Here are the charac-
teristics of the model:

• X: Input features of the dataset. y: Labels or target values corresponding
to the input features.

• FT (x): The final model generated by XGBoost for making predictions.
• gt: Gradients of the loss function at round t.
• ht: Hessians of the loss function at round t.
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Algorithm 2 XGBoost
Require: Training data (X, y)
Ensure: Final model FT (x)
1: Initialize model with constant prediction
2: for each boosting round t do
3: Compute the gradients gt and Hessians ht

4: Fit a base learner ht to the gradients and Hessians
5: Update the model: Ft(x) = Ft−1(x) + ηht(x)
6: end for

• Base learner ht: Model fitted to the gradients and Hessians at round t.
• Learning rate η: Controls the contribution of each base model to the final

model.

– Random Forest Classifier: A Random Forest model was implemented
using GridSearchCV to optimize hyperparameters such as the number of esti-
mators, maximum depth, and minimum samples required for splitting and leaf
nodes. Cross-validation with 5 folds was used to ensure the robustness of the
model. Herea are the parameters of the model:

• (X, y): Training data. Dataset containing input features
• X and corresponding labels y used for training.
• paramgrid: Hyperparameter grid. Set of possible values for the model’s

hyperparameters.
• k: Number of partitions in the cross-validation to assess the model’s per-

formance.
• X ′: Dataset used to evaluate the trained model’s performance.
• ŷ′: Class labels predicted by the optimized model M̂ for the testing data

X ′.

Algorithm 3 Random Forest Classification with GridSearchCV
Require: Training data (X, y), hyperparameter grid param grid, number of folds k
Ensure: Optimized Random Forest model
1: Input: Training data (X, y)
2: Output: Optimized model M̂
3: Initialize GridSearchCV with RandomForestClassifier and param grid
4: Perform k-fold cross-validation on (X, y)
5: Select the best hyperparameters based on cross-validation performance
6: Train the RandomForestClassifier M̂ on the entire training set (X, y) using the

best hyperparameters
7: return Optimized model M̂
8: Input: Testing data X ′

9: Output: Predicted class labels ŷ′

10: Use optimized model M̂ to predict class labels for X ′

11: return Predicted class labels ŷ′



230 A.D.J. Narváez et al.

The performance of each model was evaluated using the following metrics:

– Accuracy Score: The primary metric for evaluating the predictive power of
the models.

– Confusion Matrix: To provide a detailed breakdown of the classification per-
formance.

To demonstrate the practical application of the models, future predictions
were made based on hypothetical climatic conditions and beak dimensions. For
example, predictions were generated for conditions with a temperature of 25 ◦C,
precipitation of 500 mm, beak length of 10 mm, and beak depth of 5 mm.

4 Result and Discussion

The analysis reveals a series of graphical representations that robustly substan-
tiate the phenomenon of evolution, a process notably shaped by climate fluc-
tuations. These visual depictions elucidate the profound influence of climatic
dynamics on species attributes, underscoring a continuous evolutionary adapta-
tion to environmental changes.

Furthermore, a predictive study was undertaken to forecast species outcomes
by integrating forthcoming beak measurements and climatic variables through
three distinct modeling approaches. The findings, outlined in Table 1, succinctly
outline the predictive efficacy of each model in anticipating species outcomes
amidst diverse environmental conditions. These prognostications offer valuable
insights into potential species adaptations and evolutionary trajectories amidst
evolving climatic scenarios.

Table 1. Prediction’s results.

Model Test Accuracy Train Accuracy Test Loss Train Loss

Logistic Regression 0.92 0.97 0.08 0.06

XGBOOST 0.94 0.98 0.09 0.07

Random Forest 0.97 0.99 0.02 0.01

The results demonstrate strong accuracy across all three models. Logistic
regression is effectively applied in scenarios with high variable correlation, as
evidenced in this study. XGBoost, known for handling complex relationships,
also performs admirably in this context. However, the top performer is Random
Forest, notably enhanced by the GridSearchCV technique, optimizing hyperpa-
rameters.

Furthermore, both test and train accuracies were assessed, with minimal
disparity indicating a negligible risk of overfitting. A larger gap between these
metrics would typically signal overfitting concerns. An inherent advantage of
these models lies in their ability to deliver robust outcomes even with relatively
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modest datasets. However, it is evident that one of the limitations of this training
is the limited amount of data available, which could also be the reason for the
observed degree of overfitting

On another note, when discussing the changes observed in the Galapagos
finch beak dimensions between 1975 and the present, a scatter plot was gener-
ated for the species scandens, as depicted in Fig. 1. This visualization reveals
that the beaks were shallower but longer in 1975. Thus, a significant shift is
evident, primarily influenced by climatic variations, an assertion that will be
substantiated in subsequent graphical analyses.

Fig. 1. The plot shows that slope was the same in 1975 and 2012, suggesting that for
every millimeter gained in beak length, the birds gained about half a millimeter in
depth in both years.

In contrast to the trends observed for the scandens species, the fortis species
exhibited a contrary change, this is in Fig. 2. Between 1975 and 2012, the beaks
became shallower but longer, providing another indication of evolutionary pro-
gression.

Another analysis conducted was the ECDF (Empirical Cumulative Distribu-
tion Function), a valuable tool for visualizing data distributions and comparing
the distributions of two or more samples. Figure 3 presents this cumulative prob-
ability graph against beak depth for these two species in 1975 and 2012.

The graph for Fortis indicates that the probability of finding a Fortis finch
with a beak depth less than or equal to a certain value was higher in 2012 than in
1975. This implies that in 2012, a larger proportion of Fortis finches had deeper
beaks compared to 1975. For Scandens, the graph shows that the probability of
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Fig. 2. The comparison indicates that the slope of the 1975 line is steeper than that
of the 2012 line, implying a more significant change in beak depth for every 0.5 mm
increase in beak length in 1975 compared to 2012.

finding a Scandens finch with a beak depth less than or equal to a certain value
was higher in 1975 than in 2012. This implies that in 1975, a larger proportion
of Scandens finches had deeper beaks compared to 2012.

The comparison of the ECDF graphs for Fortis and Scandens reveals that the
two species have experienced opposite changes in the distribution of beak depth
between 1975 and 2012. In Fortis, there has been an increase in the proportion
of finches with deeper beaks, whereas in Scandens, there has been a decrease in
the proportion of finches with deeper beaks.

Now, when observing the Fig. 4 that compares the cumulative distribution
with beak length, it can be seen that for Fortis, it was more likely to find smaller
beaks in 1975 and longer beaks in 2012. Conversely, for Scandens, it was more
likely to find longer beaks in 1975, but by 2012, these had become shorter.

These changes in the distribution of beak length could have significant impli-
cations for the survival and reproduction of the birds. Finches with deeper beaks
may be better adapted to consuming certain types of seeds, providing them with
an advantage in environments where those seeds are abundant. However, finches
with deeper beaks may also be more vulnerable to predators. Various factors
must be considered when discussing evolution.

Currently, the discussion has focused on the training results aimed at clas-
sifying these species based on their beak characteristics and both recent and
future climatic conditions. Graphs have demonstrated noticeable changes in the
finches’ dimensions over the years. However, the primary goal of this study is to
understand why these changes occurred, with climate change being one of the
investigated reasons.
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Fig. 3. For G.fortis the mean beak depth of 2012 is considerably shorter than 1975.
Whereas, for species G.scandens the mean beak depth has increased slightly from 1975
to 2012. The variance is slightly higher for G.scandens in 2012.

To explore this, a pairplot of all variables in the dataset was created as show
in Fig. 5. This included the beak dimensions of the two species, temperature (in
Celsius), and the approximate precipitation levels at the time each species was
observed. The objective of generating a pairplot is to visualize the correlations
between all variables. At a glance, it is evident that most correlations are highly
positive, which aligns with the current understanding that climate change is a
reality that has impacted evolution.

It is clear that both precipitation and temperature are highly correlated with
the changes in beak dimensions. As climate changes, vegetation changes as well,
and species must adapt to survive. Indeed, the finches have changed, as evidenced
by their continued existence.

To examine the data numerically and more specifically by species, a confu-
sion matrix was created for both Fortis and Scandens. In Fig. 6, the confusion
matrix for Fortis is displayed, where the correlation is even more evident. When
a correlation greater than 0.60 is observed, it indicates a positive correlation.
This means that as temperature and climate changed, the beak dimensions of
Fortis also changed.

In the case of the Scandens specie shown in Fig. 7, the analysis reveals sim-
ilar patterns to those observed in Fortis, albeit with specific differences in evo-
lutionary responses. As previously demonstrated, both species have undergone
significant changes in beak morphology, although the directions of these changes
are not identical.

It is evident that climate change has also impacted the Scandens species, sig-
nificantly influencing the variables studied. The depth and length of the Scandens
finches’ beaks have shown variations correlated with environmental changes, sug-
gesting an evolutionary adaptation to new climatic conditions.
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Fig. 4. Observing the preceding graphs, minimal changes in the average beak length
of G. fortis from 1975 to 2012 are apparent. The 2012 average beak length appears
shorter with greater variability. Conversely, the average beak length decreased in 2012
for G. scandens species.

Fig. 5. Here species 1: fortis-specie 2: scandens. Relationships between species and
climatic conditions in the dataset. This analysis explores how different species interact
with various climatic variables. But above all, the variables have a high correlation
with each other, which helps us confirm our initial hypothesis: climate change affects
evolution.



Adaptation Dynamics of Galápagos Finches 235

Fig. 6. The results of this correlation matrix suggest that there are a series of complex
relationships between the four variables studied. Temperature and precipitation appear
to be related, as do peak length and peak depth

These findings underscore the importance of considering the impact of cli-
mate change on biodiversity and how different species may respond diversely to
the same environmental factors. The relationship between climatic variables and
the physical characteristics of Scandens finches indicates a strong connection that
warrants further investigation to fully understand the evolutionary dynamics at
play.

5 Conclusions

Changes in temperature and other climatic conditions have had a profound
impact on the evolution of finches, particularly on the Galápagos Islands, where
climate variations have influenced food availability and driven adaptations in
beak dimensions. These adaptations have improved the finches’ survival and
reproductive success across diverse environments. The study used logistic regres-
sion, XGBOOST, and Random Forest Classifier to predict finch types based on
beak dimensions and updated climatic conditions, providing insights into species
adaptation through natural selection. Key points include the significant impact
of climate change on finch evolution, the influence of adaptations in beak dimen-
sions due to changes in climate and food availability, and the use of machine
learning models for predictions. Future research should focus on applying this
methodology to other species and ecosystems, and integrating more advanced
machine learning techniques, such as deep learning or ensemble methods, to
refine predictions and gain deeper insights into adaptation mechanisms. This
approach highlights the remarkable capacity of organisms to respond to chang-
ing conditions and underscores the intricate relationship between natural selec-
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Fig. 7. Temperature also appears to be related to peak length and beak depth, and
peak depth also appears to be related to precipitation.

tion and evolutionary change, paving the way for more effective conservation
strategies and a comprehensive understanding of adaptation processes.

Additionally, a repository has been created where readers can access the
dataset used and the algorithms. This enables them to replicate the results and
draw their own conclusions. GitHub Repository
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Abstract. This research analyzes the textual content of emergency calls
that arrive at command and control centers to classify them according
to their priority. The aim is to respond promptly and make appropriate
decisions in situations that require immediate attention. Text mining
techniques construct a computational model with preprocessing tech-
niques such as tokenization, case folding, and stop words removal. The
calls are then represented using Word Embeddings with the Skip-Gram
architecture to obtain word vectorization, and the Clustering algorithm
is applied for classification. The results show an improvement in classifi-
cation accuracy, achieving 95% precision in classification tests using high
and low-priority categories and 81% in classification tests using four alert
categories. These techniques enhance the syntactic and semantic under-
standing of emergency calls and reduce the risk of loss of human life.

Keywords: Classification · Clustering · Emergency calls · Machine
learning · Text mining · Skip-Gram · Word2Vec

1 Introduction

Healthcare providers use standardized protocols to sort patients based on
urgency. These protocols, called triage systems, come in different forms, like
the Manchester Triage System (MTS) and the Emergency Severity Index (ESI).
Both systems categorize emergencies into five levels, with red being the most crit-
ical. Red signifies a life-threatening situation requiring an immediate response.
Orange indicates situations needing urgent medical evaluation, while yellow sig-
nifies stable but potentially worsening conditions. Green represents non-life-
threatening cases that still require attention due to the risk of escalation. Finally,
blue signifies emergencies with no severe or life-threatening concerns [3,18].
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Call center operators follow specific protocols when emergencies arise to
gather crucial information from the caller. This information helps them deter-
mine the severity of the situation, assign the appropriate priority level (red being
the most critical), and allocate the necessary resources to address the emer-
gency. This process helps reduce response times [2,4]. In Ecuador, the triage
system uses four levels: red for critically ill or injured patients with a chance of
survival, orange for those with severe conditions, yellow for non-life-threatening
mild illnesses or injuries, and green for minor, temporary issues [15].

Studies present that even with triage protocols, mistakes can happen during
emergency call classification [20]. A technique called Word Embeddings can help.
It analyzes the conversation between the caller and the operator to understand
the meaning and identify keywords. This feature can assist operators in providing
the correct response and assigning resources faster.

Word Embedding, a text mining technique, is a step-by-step process that
extracts essential terms from a conversation while discarding irrelevant ones.
This efficient method is widely used in call centers. It begins by measuring the
similarity of words in the conversation, using two main approaches: lexical and
semantic. Lexical similarity focuses on the order and similarity of the words
themselves, while semantic similarity considers the context in which the words
are used, thereby understanding their meaning.

Word Embedding uses vector arrays to represent words and calculate their
similarity scores. Tools like gloVe or Word2Vec can be used for this purpose.
Finally, clustering algorithms are used to group similar calls together. These
algorithms, often neural networks, analyze the context to predict words and
understand the message [1].

Command and Control Centers (C2) are critical for allocating emergency
resources. Effective communication between the caller and operator is essen-
tial for accurate triage and decision-making. Unfortunately, many C2s face slow
response times and inaccurate classifications [15].

The method meticulously analyzes the conversation between the caller and
the operator, enabling the categorization of the emergency as high or low prior-
ity. This method empowers operators to respond to critical situations swiftly and
improve response times. The ultimate aim is to significantly reduce errors in dis-
patching emergency services (police, medical) and ensure the most severe cases
receive the fastest response. This goal should motivate all emergency response
professionals.

The present study aims to categorize emergency alerts based on calls tran-
scribed or converted by software to text. The data is classified through machine
learning techniques, specifically text mining through Word Embedding. Word
Embedding is a technique that represents words in a high-dimensional space,
capturing their semantic and syntactic relationships. In this case, the support of
technical information helps to complement the development of an investigation
to prevent systematization errors.
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Finally, this document is organized as follows: Sect. 2 contains the related
works, Sect. 3 establishes the methodology of the work, Sect. 4 presents the
results, and Sect. 5 contains the conclusions of the work.

2 Related Work

This section describes the work on emergency classification, considering projects
related to emergencies and similar proposals. The reference articles are essential
for elaborating an adequate distribution of the information received in the C2,
used in text mining techniques and clustering algorithms that are appropriate
in identifying an emergency. Models or techniques are implemented to eliminate
empty words or those that lack value. The techniques used help optimize the
alert classification matrices to reduce false emergencies, with efficient results in
the prediction of alerts for priority.

Cubranic and Murphy [12] explored classifying errors in medical reports using
a Naive Bayes (NB) classifier. Their dataset contained 15,859 entries. The NB
classifier attempted to identify classification errors within each report. The data
was divided for training and testing purposes. The training data helped the
model learn from past examples, while the testing data assessed the model’s
effectiveness. The researchers experimented with different vocabulary sizes to
observe how it affected the results. The initial findings showed the algorithm
achieved around 30% precision in assigning correct classifications. Those authors
applied preprocessing techniques that abolish words appearing infrequently to
improve accuracy. The text processing architecture used during training was
Continuous Bag-of-Words (CBOW), and tokenization was applied to separate
the text into clean units.

Lee et al. [7] built a model for classifying emergency calls into three situa-
tions: first aid, rescue, and disaster. Their model used a decision tree for clas-
sification. Before applying the model, they pre-processed the data by removing
unimportant words and identifying the most frequent nouns and adjectives in
each category. These frequent words helped the model assign a higher proba-
bility of belonging to a specific category. This current study differs by using
a hierarchical clustering algorithm for classification instead of a decision tree.
Hierarchical clustering was chosen because it considers the distance between
data points, allowing for more accurate groupings and classifications based on
specific characteristics.

Nakata’s research [13] uses text mining to categorize accident reports. The
method involves dividing the reports into sections such as “start,” “engines,”
“airport,” and “control tower”. Words were assigned to each category based on
their relevance. A clustering algorithm then grouped terms with similar charac-
teristics. Finding a perfect classification system is challenging due to complex
data and varying results.
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For this reason, this study focused on classifying similar reports using Word
Embedding with a CBOW architecture. This technique analyzes word pairs in
adjacent sentences, identifying correlations between them throughout the text.
The system considers nouns, verbs, adjectives, and proper nouns such as signif-
icant words.

Orellana et al. [16] use Word Embeddings with the CBOW architecture to use
triage in two categories: high priority and low priority. It analyzes how prepro-
cessing techniques directly correlate with the proposed model’s categorization
quality and how the frequency of words influences the pattern analysis using
the NB classification algorithm. The techniques applied for text processing are
similar to research work, which include tokenization, stop word, and lemmatiza-
tion. A particularly computationally efficient model is Word2vec. The proposed
model is the Skip-Gram model, which generally performs better than CBOW. In
particular, a Skip-Gram model analyzes the words in a set of sentences (corpus)
and attempts to predict which words are neighbors.

Trujillo et al. [19] focus on C2 such as Integrated Security Service (ECU 911).
These centers rely on Computer-Aided Dispatch (CAD) systems to manage
emergencies. While these systems help register incidents and allocate resources,
they can suffer from information loss. For this reason, this study proposes a new
system to address this issue through Natural Language Processing (NLP) tech-
niques and algorithms to automate call registration, such as Automatic Speech
Recognition (ASR) [14], Named-Entity Recognition (NER), Term Frequency and
Inverse Document Frequency (TF-IDF) (This measure demonstrates whether a
word becomes relevant to a document in a collection of terms), and Support
Vector Machine (SVM).

The information in the previous articles demonstrates a connection and sim-
ilarity with the purpose of this work. Some models focus on search patterns to
classify priorities or alerts, and the categorizations used need to be completed
triages. In other cases, they are not oriented toward alerts, and the data is aimed
at studying documents or medical reports that contain formal language. There-
fore, our research aims to develop a machine learning-based system for categoriz-
ing emergency alerts. The process involves converting audio emergency calls into
textual data, which is then subjected to text mining using Word Embedding.
This technique projects words into a high-dimensional space to capture semantic
and syntactic relationships, enabling the classification of emergency alerts. By
leveraging technical information, the study seeks to enhance the accuracy of the
classification model, mitigating potential systematization errors.

3 Materials and Methods

A methodology that describes the classification process of systematic techniques
has been used to obtain results. This methodology predicts the priority of emer-
gency calls through the Word Embedding method, which transforms natural
language into proximity vectors, and the clustering algorithm is used to group
objects according to their similarity [11]. For this analysis, the Word Embedding
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techniques were applied with the Word2vec tool, which distributes an automatic
association of information under test. The input is composed of the dataset for
the NLP, transforming each word into vectors. The Word Embedding technique
applies the Skip-Gram architecture, a model that analyzes the corpus based on
fragments, which takes “n” previous fragments and “n” subsequent fragments,
evaluates them, and creates knowledge patterns [8].

Fig. 1. Systematic techniques process to obtain results.

Figure 1 presents the research methodology developed through the Systems
Process Engineering Metamodel 2.0 (SPEM 2.0). The processes demonstrate the
convergence of the starting method and describe the inputs and outputs in each
research development process. The methodology was divided into the following
processes: (i) Data Preprocessing, (ii) Vectorization, (iii) Classification, and (iv)
Model Evaluation.

3.1 Data Preprocessing

The input artifacts in this activity were the original dataset and the preprocess-
ing techniques. The original dataset represents the corpus to train the model,
highlighting its size, characteristics, and origin. Preprocessing techniques are
used to obtain helpful information and enrich the content. This investigation
was based on emergency calls in Spanish from the ECU 911 and the transcrip-
tions made by Computer Science Research and Development Laboratory (LIDI).

This corpus of transcribed calls consists of approximately one thousand emer-
gency calls. The corpus was classified into two categories: high alert (in this alert,
there is only a red priority) and low alert (this alert includes yellow, orange, and
green priority). For the second case study, 512 were classified as red priority, 354
transcripts as orange priority, 36 as yellow priority, and 96 as green priority, as
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presented in Table 1. Furthermore, the Test column specifies the development or
training applied for the respective categories.

Table 1. Representation of triage of two and four categories.

Case Category Priority No. calls Test

1st High alert Red 512 Test 1 - Test 2

Low alert Orange, Yellow, Green 486 Test 1 - Test 2

2nd Red alert Red 512 Test 3 - Test 4

Orange alert Orange 354 Test 3 - Test 4

Yellow alert Yellow 36 Test 3 - Test 4

Green alert Green 96 Test 3 - Test 4

Raw Data The dataset used in this process is raw data, known as unprocessed
primary data, as it is initially taken from the source. This dataset has no trans-
formation; these data are units of information fragments. This process begins by
extracting the text of the Spanish calls from the ECU 911.

Preprocessing Techniques In the transcription of emergency calls from ECU
911, the text contains frequent errors [14]. Generally, these texts have colloquial
language or idioms with a non-formalized structure or are erroneous and informal
and also contain acronyms, symbols, and grammatical errors.

These problems are resolved using preprocessing techniques to improve the
quality of the information and eliminate noise and frequent grammatical errors
by using calls from colloquial conversations as a corpus, specifically calls from the
alert [10]. Therefore, it is advisable to use preprocessing techniques to eliminate
specific problems, such as linguistic mismatch, where the words in a query do not
match, and thus obtain transcripts with the necessary information to minimize
possible errors in the model. The present study applies tokenization, case folding,
stop words, and lemmatization.

– Case Folding: Text calls contain proper names, places, and addresses, usu-
ally in lowercase and uppercase. The letters of the dataset are represented
by ASCII code. Those codes interpret letters in both lower and upper case
differently. Case folding converts upper case letters to lower case letters in
the dataset. It is recommended that this technique be used in all texts.

– Tokenization: Once the structure is obtained, the text conversations are
separated into tokens; these tokens are considered entries or strings where
punctuation marks are not considered tokens.

– Stop Words: Prepositions, articles, pronouns, and other words are frequently
used in emergency calls. These linguistic components do not provide any
helpful information, so if repeated excessively, they are eliminated or replaced
to give the text coherence and naturalness.
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– Stemming and Lemmatization: This process reduces inflection, such as
derived word forms, to a joint base. Usually, the Stemming technique refers
to the heuristic process of cutting off the ends of a word to reduce it.

3.2 Vectorization

The text data are clean or already processed at this step, and the words are
placed in a vector matrix. The matrix is formed of rows, which are represented
by converted words. The row is the vector divided into boxes, where each box
represents a numerical value of a word in the text. The entire data set is now
converted into the proper representation for Word2vec.

Word2vec The Word Embeddings technique is reflected in the application of
the Word2vec tool, and there are two learning algorithms for this technique:
CBOW and Skip-Gram [6]. Both methods use the concept of a neural network
that maps words to target variables, which are also words. In these techniques,
weights are used as word vector representations. CBOW tries to predict a word
based on its neighbors, while Skip-Gram tries to predict the neighbors of a word.
It is also important to note that the weight of the matrix between the input and
the projection is shared for all positions of the abstracted vocabulary [9]. This
research uses a Skip-Gram model as the base architecture, which takes words
before and after each word in the conversation to find similarities by creating the
context and providing an array of decimal numbers representing each similarity.
In addition, the dimensionality of each variety is presented; in that case, the
value increases, and the Embeddings quality of each word is determined. The
quality gain decreases after reaching an inflection point.

3.3 Classification

Different algorithms can be used to classify texts into predefined categories.
Three types of classification must be considered to select one of these algo-
rithms: unsupervised, supervised, and semi-supervised methods [5]. In this case,
a method was used to perform a supervised analysis.

Index Data and Classification Algorithm Once the vectorization stage is
completed, the data is indexed for training. These data are input to the super-
vised training stage, and relevant features are extracted. At this stage, clustering
is responsible for grouping texts according to the similarity that exists between
them. The cluster creates groups from the transcribed texts. It is considered
that automatic classification orders texts according to specific pre-established
categories. The dataset in this use case, the C2, keeps emergency calls in docu-
ments, and by text mining algorithms, it can group these documents and retrieve
helpful information.

This study focuses on categorizing alerts based on the labels in the dataset.
For this classification type, the number of clusters is configured depending on the
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number of classifications in the dataset, using the cluster-based algorithm and
the TF-IDF technique are considered. The initial test was configured with two
clusters when two categories were classified (high priority and low priority), and
four clusters (red, orange, yellow, and green) were defined for the second test.
Once each word was classified into clusters, a centroid was obtained, but it cannot
be identified which cluster belongs to which category; it only has groupings of
similar texts.

That problem can be solved with a filter applied in the dataset for each
category, and through the TF-IDF technique, the words with the highest index
belonging to a category in the dataset were found. Thus, it was compared with
the words assigned to each cluster, searching for the more significant similarity
between the words with the highest membership index. As a result, the cluster
that belongs to each category was found.

Figure 2 presents the groups considered in this research distributed in the
same two-dimensional space. This aspect was considered the group of charac-
teristics in Test 1 and Test 2. In Word2Vec, there are 84 dimensions, which are
reduced to two to be represented graphically. Test 1 represents the data of two
categories, which are high and low alert. The dataset was available with many
attributes and instances since it is necessary to reduce the data to more minor
variables or cases that are the alerts, losing the lowest possible quality of infor-
mation; otherwise, the runtime can be high, as seen in Fig. 2. In Test 1, there are
two different groups, 0 and 1. These are elements that are grouped when simi-
larities are found among them. The same happens with the value 1, which looks
for similarities and forms a specific group representing low and high alerts. This
behavior occurs also in Test 2 of four categories. They are grouped depending
on the elements’ characteristics and form groups represented in 2D.

Fig. 2. Enhanced classification performance with clustering and dimensionality reduc-
tion

3.4 Model Evaluation

Evaluating a classification model involves several analyses to determine the valid-
ity of the ECU 911 emergency alert model. The evaluation reduces sending an
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erroneous resource when an ambulance is needed, saving human lives. Therefore,
once the data categorization stage has passed, the results must be evaluated in
the 2× 2 confusion matrix for the first classification of two categories; below, the
matrix is described of confusion.

Confusion Matrix In the pattern recognition process, the confusion matrix is
applied to evaluate performance regarding successes and errors in the new data
classification phase. Table 2 describes the confusion matrix of the two-category
classification system with the highest weight in recall. Table 3 describes the same
matrix; the difference is the precision weight. These expressions are defined for
the confusion matrix: (i) True Negative (TN), (ii) True Positive (TP), (iii) False
Negative (FN), and (iv) False Positive (FP).

Table 2. Values with the greatest weight in recall.

Classification Positive prediction Negative prediction Precision

High alert 484 465 51%

Low alert 28 21 42.85%

Recall 95% 4.32% –

F1-score 66% 7% –

Evaluation Metrics Evaluating a machine learning model is an essential part
of any project. The model can provide satisfactory results when evaluated with
one metric. Most of the time, classification accuracy is used to measure the
models’ performance, but more is needed to judge the model truly. The metrics
that were used in this study were:

– Recall. The metric that reports the number of TP that the machine learning
model can use to identify the type of alerts (red, green, yellow, or orange).
Thus, there are 998 alerts, and predicting which ones are positive is necessary.
Despite not being a huge sample, it is robust for machine learning models. The
responsibility for handling this sensitive information is on the part of the LIDI
with different confidentiality agreements to manipulate the sensitive data of
the transcribed call information. This involves having legal agreements for
this dataset and its exclusive use for LIDI research. According to this metric,
92.96% of the positive cases are captured, which indicates that 4.5 out of 5
cases are correct.

– Precision. This metric calculates the percentage of cases in which the model
has been successful. The disadvantage of this precision approach is that it
is arguably misleading, and the model cannot be trained correctly. Precision
predicts 92.96% of cases are correct, but applying a recall metric is recom-
mended when the data is unbalanced.

– F1-score. The harmonic mean of precision and recall is calculated. The result
of this metric is 78.80% of the calculation rate.
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Table 3. Values with the greatest weight in precision.

Classification Positive prediction Negative prediction Precision

High alert 476 36 93%

Low alert 220 266 54.73%

Recall 68% 88% –

F1-score 79% 68% –

4 Results and Discussions

The results obtained after the set of tests demonstrate an improvement in the
recall performance parameter, which results in 81% for the first and second tests
and 86% for the third test, concerning the study described in [15].

This study uses a dataset of 998 call records from ECU 911 and implements
the vectorization technique using the Word2vec tool combined with the Skip-
Gram architecture. The evaluation metric obtained is 95% in Test 1 in the first
training (Table 2) and 68% in retraining (Table 3).

These results were the evaluation for the two categories and 88.44% for Test
3 of the four categories of the first training (Table 4); for retraining, a 24.81%
evaluation rate was obtained (Table 5).

Table 4. Four alert confusion matrix, first training.

Yellow Red Orange Green Support Precision

Yellow 30 1 1 1 36 90.90%

Red 1 444 56 11 512 86.71%

Orange 10 45 245 54 354 70%

Green 2 12 22 60 96 62.5%

Recall 69.76% 88.44% 75.61% 47.61%

F1-score 79% 88% 72% 54%

This study used preprocessing techniques to eliminate less frequent words,
symbols, and empty spaces, passing them as clean data, indexed data, and vec-
torizing with the Word2vec tool.

To classify the model into two categories, a clustering algorithm was used
with the TF-IDF technique along different ranges of words and configurations,
thus achieving the best possible recall.

Likewise, the same method was used to classify the four categories (Test 2),
but changing the number of clusters was implemented in Test 1. The dataset
was divided into two categories (high priority and low priority), and for Test 2,
four categories were defined (red, orange, yellow, and green). Test 1 and Test 2
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Table 5. Four alert confusion matrix, retraining.

Yellow Red Orange Green Support Precision (%)

Yellow 416 81 10 5 512 81.25%

Red 1 33 1 1 36 91.66

Orange 5 6 313 30 354 88.41

Green 10 13 6 67 96 69.79

Recall (%) 96.29 24.81 94.84 65.05

F1-score (%) 88 39 92 67

have their respective retraining, adjusting the rate in the evaluation metrics, as
shown in Table 5. Therefore, higher performance is evaluated in Table 5, where
the values are higher than in the first training.

The study compares two models (T1 and T2) for classifying emergency alerts.
Figure 3 shows that T1 performs slightly better in recall (identifying true emer-
gencies) but worse in F1-score (overall accuracy) than T2. This behavior is
because T2 prioritizes precision (avoiding false alarms), which reduces recall.
Both models use precision, recall, and F1-score to evaluate alert classification.
High recall is crucial for red alerts (life-threatening emergencies). This evalua-
tion method helps identify errors in model configuration and optimize its per-
formance.
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Fig. 3. Evaluation metrics for the two categories classification (High - Low Priority)
of the first training (T1) and retraining (T2)

In the current work, tests were performed with a classification of four cat-
egories, which resulted in 88.44% of the evaluation rate (Fig. 4). Concerning
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Orellana et al. [15], the recall rate as an evaluation measure was equal to 86%.
T1 was tested with two categories whose prediction was 95% in the evaluation
indicators (Fig. 3). However, similar results were not reached due to the differ-
ence of 107,609 trained documents between the two studies.

Fig. 4. Evaluation metrics for the four categories classification (red, orange, yellow,
and green) of the first training (T1) and retraining (T2)

The benefit of this approach is that it supports emergency response by
improving response times, resource allocation, and communication between
callers and operators. Tables 6 and 7 show how the model prioritizes recall over
precision. Training the model with more weight on recall reduces the ability to
identify true emergencies for the most critical (red alerts) but increases precision
for less critical ones. This trade-off is acceptable for this study since recall is the
main focus.

Similar to Murphy and Cubranic [12], where accuracy decreased as the size
of the test dataset increased, the metrics found behave similarly. Dividing the
dataset into two categories (T1) increased the metrics in T2 (four categories)
because some high-priority cases were shifted to lower urgency categories in T2
(orange, yellow, and green). The study demonstrates that the proposed model
focusing on recall can effectively classify emergency alerts.

Table 6. The dataset of two categories with the highest evaluation rate for recall.

Classification Precision (%) Recall (%) F1-score (%) Number of cases

High 51 95 66 512

Low 43 4 7 486
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Table 7. Dataset of four categories for T3 values.

Classification Precision (%) Recall (%) F1-score (%) Number of cases

Yellow 91 70 79 512

Red 87 88 88 36

Orange 69 76 72 354

Green 63 48 57 96

Two previous studies explored training models for emergency response sys-
tems. Roldan [17] compared self-training and co-training approaches, achieving
both low false negative rates (1.17 and 1.18%). In contrast, this study prioritizes
recall (correctly identifying true emergencies) over precision (avoiding false pos-
itives). Although the recall for red alerts in T3 is lower (24.81%), the precision
is higher (88%) (Fig. 3 and Table 7).

Orellana et al. [16] investigated reducing the dimensionality of infrequent
words in their model for high and low-priority calls. Their recall reached 91%
with 75% precision after dimensionality reduction. The current approach utilizes
clustering to classify alerts after preprocessing the text to minimize errors. The
results using Word Embedding and other techniques show a success rate of 88%
for red alerts, followed by orange (76%), yellow (70%), and green (48%) (Table 7).
When focusing on recall for high and low priorities (Table 6), the model performs
better than T2 (1% improvement) with 95% and 94% recall, respectively. This
value also surpasses the 91% recall Orellana et al. [16] achieved.

The study emphasizes recall because we prioritize identifying true emergen-
cies in emergency calls. However, F1-scores (a combined measure of precision
and recall) of 95% and 94% for high and low priorities in T1 (Table 6) were still
good results. In T2, F1-score-based classification resulted in lower performance
for yellow, orange, and green alerts than for red ones. This behavior is why T3
balances the results across categories, except for green alerts (48%). T1 also
achieved F1 scores above 50% for high and low-priority alerts.

5 Conclusion

This study evaluates the application of the Word Embedding technique to
improve the classification of emergency alerts in a C2. Two data sets were used,
one with two categories of alerts and another with four categories. Different
NLP techniques were applied, and the model’s performance was evaluated using
metrics such as recall and F1-score. Word Embeddings significantly improves
classification accuracy, especially in reducing false positives for red alerts. A
recall of 95% was obtained for two categories and close to 95% for four cate-
gories. It was found that a more robust data set could further improve the recall
above 88%. The F1-score can be enhanced (reaching 48% or more) through fur-
ther preprocessing and enrichment of the data set, especially for categories with
less data.
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Evaluation metrics can never be perfect due to the complexity of natural
language and the large amount of data that must be processed. It is essential
to update the NLP techniques used to handle noise in the data better, as well
as idioms, colloquial language, and various expressions in Spanish of different
regions. Misclassification of alerts can have negative consequences, such as mis-
allocation of resources. Reducing triage errors is crucial to ensuring rapid and
efficient response to emergencies. Word Embedding are an effective technique for
improving emergency alert classification. The implementation of this technology
in C2 can save lives and optimize the use of resources. Authorities must invest in
training and implementing new technologies to improve emergency management.

For future work, the approach could propose Word Embedding such as Fas-
Text and Glove which serve as a basis for representing words and classification.
Also, this approach can be compared and improved in accuracy with other mod-
ern techniques using Transformer architectures. Likewise, use text analysis and
NLP in RStudio using the tidytext and dplyr libraries, an investigation that
improves the models presented in this work.
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Abstract. Non-linear systems of differential equations are vital in fields
like biology, finance, ecology, and engineering for modeling dynamic
systems. This paper explores two advanced function approximation
techniques Physics Informed Neural Networks (PINNs) and Gaussian
Processes (GPs) combined with Hamiltonian Monte Carlo (HMC) for
solving Ordinary Differential Equations (ODEs) that represent com-
plex physical phenomena. The proposed approach integrates PINNs and
GP-HMC, demonstrated through two synthetic models (Lotka Volterra
and Fitzhugh Nagumo) and a real dataset (COVID-19 SIR model).
The results show that the methodology effectively estimates parameters
with low Root Mean Squared Error (RMSE) and Mean Absolute Error
(MAE). For example, in the Lotka-Volterra model, GP-HMC achieved an
RMSE of 0.044 and MAE of 0.041 for one state variable, while PINNs
yielded an RMSE of 0.106 and MAE of 0.081. These results highlight
the robustness of the methodology in accurately reconstructing system
states across varying levels of variability.

Keywords: Physics-Informed Neural Networks · Gaussian Processes ·
Halmitonian Monte Carlo · Ordinary Differential Equations · Bayesian
Inference · Uncertainty Quantification

1 Introduction

There is an immense interest in making inferences and prediction of complex
real-world processes, problems that arise in science, engineering and industry.
The ordinary differential equations (ODEs) are used to study complex dynamic
phenomena or dynamical systems, by example are of interest in fields such as
biology, finance, ecology and biochemistry. Modern deep learning methods are
incredibly powerful tools for tackling a host of complex problems.
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Deep learning has led to a revolution in machine learning, providing solutions
to tackle problems that were traditionally difficult to solve. In recent years, the
integration of machine learning techniques with classical numerical methods has
revolutionized the field of computational science, particularly in solving differ-
ential equations that model complex physical phenomena. Among these innova-
tive approaches, Physics-Informed Neural Networks (PINNs) [1–5] and Gaussian
Processes (GPs) [6,7] have emerged as powerful tools for addressing challenges
inherent in the numerical solutions of Ordinary Differential Equations (ODEs)
and Partial Differential Equations (PDFs). PINNs leverage deep learning archi-
tectures to encode underlying physical laws that govern the behavior of systems
described by ODEs [1,14–17]. These networks not only predict outcomes but
are also trained to obey the laws encapsulated in the differential equations, thus
ensuring that predictions remain physically plausible. This methodology aligns
closely with the principles of scientific computing where accuracy and adherence
to physical laws are paramount.The research detailed in [17,22] exemplifies the
deployment of PINNs to model second-order ODEs with sharp gradients, a com-
mon challenge in engineering applications involving rapid changes in boundary
conditions or material properties.

On the other hand, Gaussian Processes (GPs) [6] are used to model func-
tional data, because they are flexible, robust to outliers, and provide a calibrated
uncertainty estimate. Deep Gaussian Processes (DGP) are a generalization of a
multilayer neural network seen as a GP in the limit [8,26]. GPs offer a prob-
abilistic approach to solving ODEs , providing not just predictions but also
quantifying the uncertainty inherent in those predictions [7,24]. This is partic-
ularly valuable in scenarios where data is sparse or noisy, as is often the case
in real-world measurements. GPs have been effectively applied to model com-
plex systems where the underlying dynamics are not fully understood, making
them invaluable for exploratory analysis and for situations where model flexi-
bility is crucial. We combine this probabilistic technique that allows automatic
Bayesian inference, with Gradient-based algorithms for Markov chain Monte
Carlo (MCMC) sampling, known as Hamiltonian Monte Carlo (HMC) [9]. HMC
is a sampling algorithm that was originally developed for molecular dynamics
[10–12]. It is now commonly used for sampling problems where the gradients of
the posterior probability distribution P (θ|y) with respect to the model parame-
ters θ are easy to compute, allow inference on increasingly complex models but
requires gradient information that is often not trivial to calculate.

The synergy between PINNs and GPs in solving ODEs lies in their comple-
mentary strengths—PINNs bring structure and physics-based constraints, while
GPs introduce flexibility and uncertainty quantification. The contribution of this
article consists of integrating two methodologies based on deep neural network
(DNN) techniques and GP to approximate solutions to ODE. Showing the power
of these two tools that provides robust solutions, improves prediction accuracy,
provides clear analysis of uncertainty, and addresses complex problems.

The rest of the article is as follows: Sect. 2 describes the problem; Sect.
3 defines the methodology; Sect. 4 shows the results; and Sect. 5 shows the
Discussion and conclusion.
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2 Problem Description

This study aims to develop a robust methodology for solving non-linear ODEs
that model complex physical phenomena by integrating Physics-Informed Neural
Networks (PINNs) with Gaussian Processes (GPs) and Hamiltonian Monte Carlo
(HMC). The approach is tested on synthetic models (Lotka-Volterra, Fitzhugh-
Nagumo) and a real dataset (COVID-19 SIR model), demonstrating its effec-
tiveness in accurate parameter estimation and uncertainty quantification.

We study the problem of finding a real-valued curve x : T → IR over an
interval T = [t0, T ] such that

ẋ(t) =
dx(t)

dt
= f (x(t), t, θ) , x (t0) = x0 (1)

where θ is a vector of unknown parameters, with f Lipschitz continuous with
constant C in the second argument and sufficiently many times differentiable in
its second argument and x (t0) = x0 the initial value. A problem that appears
frequently, in many areas, consists of: given x (t0), calculate x (t1), i.e. an initial
value problem, whose formal solution is:

x(t) = x (t0) +
∫ t

t0

f (x(t), t, θ) dt (2)

In most problems the integral given in Eq. (2) cannot be solved analytically, so
one has to resort to Numerical Methods, Markov chain Monte Carlo (MCMC),
or Sequential Monte Carlo (SMC). Deterministic numerical methods for the
integration of this Eq. (2) on time interval [0, T ] will produce an approximation
to the equation on a mesh of points {tk = kh}K

k=0, with Kh = T

x(t) = ODESolve (f (x(t), t, θ) , t0, t, θ) . (3)

In equation (1) there are three problems to solve: find solution states
x(t1), . . . , x(tk), estimate the parameters θ and predicting the value of an
unknown function ŷ = f̂ (x(t), t, θ).

The methodology enhances the accuracy and reliability of solving non-linear
ODEs, which is crucial in fields like biology, engineering, and finance. By com-
bining PINNs’ physics-based constraints with GPs’ probabilistic modeling, the
study provides a powerful tool for addressing complex problems where tradi-
tional numerical methods fall short.

3 Methodology

This work proposes using a methodology based on a regression version of neural
network to approximate the function f in (2). Machine learning and statistics
provide other than regression models. For example, neural networks and Gaus-
sian processes incorporating the knowledge of the equation. Neural networks
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(NN) are widely used to solve problems in a variety of domains including com-
puter vision, game theory, classification of an image, speech recognition, natural
language processing, as well as computational advertisement, etc. [18,19]. In par-
ticular, we will use a methodology based on physics-informed neural networks
(PINN), which is a scientific machine learning technique used to solve problems
involving ordinary differential equations (ODEs) and partial differential equa-
tions (PDEs) [1,2,15–17,20,21], and [22]. PINNs approximate PDE solutions by
training a neural network to minimize a loss function.

The use of machine learning approaches in the field of scientific computing
including differential equations is relatively recent. The abstract goal of approach
is to find a function f : IRn × IRn → IRm such that f(., θ) accurately predicts the
result of an observed phenomenon. This can be formalized as the initial value
problem

dx(t)
dt

= f̂ (x(t), t, ω) , x (t0) = x0 (4)

from a time series {x (tk)}n
k=1, with x ∈ IRn, non-uniformly sampled, from the

observation of the unknown system (2), where f̂ is a function parameterized by
a neural network (NN). The function f̂ is parameterized by the weight vector
ω ∈ IRp that is trained using examples. We can chosen the space of functions, of
which f̂ is an element, and defined a norm in that space, [23] to set a optimization
problem:

ω := arg min
ω

[L (ε, ω)] (5)

where

L (ε, ω) =
1
2

(
n−1∑
k=1

ε2k + λ‖f̂ (x(t), ω) ‖
)

(6)

and

εi = x (tk+1) − x (tk) + Δtkf̂ (x(tk), ω) Δtk = tk+1 − tk (7)

Let us now introduce an ODE in the following residual form, [20]

F
(

t, x,
dx

dt
,
d2x

dt2
, . . .

)
= 0, t ∈ [t0, T ] (8)

The NN is used to evaluate the residual of the ODE equation via xθ and
corresponding derivatives. Let x(t) and its approximation x̂θ(t). The input first
layer of the neural network is supplied with Nd data values at different times
ti ∈ [t0, T ] corresponding to xd (ti) = x

(i)
d data with i = 1, . . . , Nd. The initial

condition corresponds to the first point, xd(t0) = x
(1)
d data. For simplicity, we

assume a uniform distribution of the Nd points within a sub-interval. The two
partial loss functions Ld and LF are used to form a total loss function with
associated weights which are minimized.
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3.1 Physics Informed Neural Networks

In this study we focus on finding ODE solutions using a machine learning
approaches. We introduce a neural network to approximate a desired solution
x(t) of the ODE, with x̂θ(t) ≈ x(t) where θ = (W, b) is a set of model parameters,
(weight matrices and bias vectors) of the network.

The simplest of these forms is the forward neural network, which is also
known as a is the feedforward neural network. Consider an L−hidden-layer fully-
connected neural network with hidden layers of width Nl for layer l and pointwise
nonlinearities φ. Let x ∈ IRdin denote the input to the network, and let z(l) ∈
IRdout denote its output. The i−th component of the activations in the l−th
layer, post-nonlinearity and post affine transformation, are denoted h

(l)
i and z

(l)
i

respectively, and let h
(0)
i (x) = xi for the input initial and

z
(0)
i = b

(0)
i +

din∑
k=1

W
(0)
ik h

(0)
k (x) (9)

Weight and bias parameters for the l−th layer are denote by W
(l)
ij and b

(l)
i

respectively. The i−th component of the network output, z
(l)
i , is computed as,

z
(1)
i = b

(1)
i +

Nl∑
j=1

W
(1)
ij h

(1)
j (x), h

(1)
j (x) = φ

[
b
(0)
j +

din∑
k=1

W
(0)
ij xk

]
(10)

Denoting the output of hidden layers by h
(l)
i , where l ∈ {1, . . . , L}, i ∈

{1, . . . , Nl} denote the indices of the neuron within the layer that receives the
information from the neurons of the previous layer h

(l−1)
j , j ∈ {1, . . . , Nl−1}. The

output j represented by the j−th neuron in the output layer, is connected to the
input vector x via a biased weighted sum and an non-linear activation function
φ, which is applied element-wisely, the most commonly used hyperbolic tangent
tanh function. The j−th component of the network output, h

(l)
j , is computed as:

h
(l)
j (x) = φ

(
z
(l−1)
i (x)

)
(11)

where

z
(l)
i (x) = b

(l)
i +

Nl−1∑
j=1

W
(l)
ij h

(l−1)
j (x) (12)

For convenience, the parameters of the neural network are combined into a vector
of parameters θ =

(
b(0),W (0), b(1),W (1), . . . , b(L),W (L)

)
and input data x(0) =

(1, x1, . . . , xNl
). The computation for a network with L hidden layers is:

x̂θ(t) = f̂
[
h(L)

(
z(L)

(
h(L−1)

(
. . . z(2)

(
h(2)

(
z(1)

(
h(1)

(
z(0)

)))))))]
(13)

where f̂ can be seen as the identity function. When L is large it is called a deep
neural network, and each pre-activation function z(L)(x) is typically a linear
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operation with matrix W (L) and bias b(L), which can be combined with the
parameters θ.

The goal is to calibrate its parameters θ = {W (l), b(l)}L
l=1 such that x̂θ(t)

approximates the target solution xθ(t).
The resolution of the ODE is reduced to an optimization problem as follows,

[20], suppose we have a set of Nd data is available for the known solution at
different times t

(i)
d , i.e. {

t
(i)
d , x

(i)
d , x̂

(i)
d

}Nd

i=1
(14)

that are the training data, which include the initial condition. The optimization
problem is based on the minimization of a loss function that can be expressed
as,

Ld =
1

Nd

Nd∑
i=1

‖x̂θ(ti) − x
(i)
d ‖2 (15)

In a similar way, defining a loss function Liv corresponding to the knowledge of
the initial condition,

Lb =
1

Nb

Nb∑
i=1

‖x̂θ(ti) − x
(i)
b ‖2 (16)

where a set of Nb known data is imposed via

{
t
(i)
b , x

(i)
b , x̂

(i)
b

}Nb

i=1
(17)

Finally, another loss function can be also obtained as,

LF =
1

Nc

Nd∑
i=1

‖F (x̂θ(ti)) ‖2 (18)

that must be evaluated on a set of Nc data points, generally called collocation
points, see [20] for details, where Nc which are not necessarily coinciding in
time values with Nd. The literature recommends using automatic differentiation
to compute derivatives with respect to the network weights. A composite loss
function is generally formed as

L(θ) = ωdLd(θ) + ωbLb(θ) + ωFLF (19)

The appropriate choice of hyperparameters (ωd, ωb, ωF ) allows optimizing the
general loss function based on the partial losses. A gradient descent algorithm
is used until convergence towards the minimum is obtained

θ(i+1) = θ(i) − η∇θL
(
θ(i)

)
(20)
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3.2 Probabilistic Solutions to ODE

Consider the initial value problem defined by the equation (1), and we are inter-
ested in estimating the solutions states of the continuous system using a Gaussian
process. A Gaussian Process (GP) is a collection of random variables with the
property that the joint distribution of any of its subset is joint Gaussian distri-
bution. GP have some advantages because to known well-founded mathematical
properties, which ensures confidence in modeling the prediction, there is detailed
explanation in [6,25,26].

In real-world systems, the solution states in (1) are only partially observed.
Now the continuous dynamical system can be written in the form:

dx

dt
= f (x(t), θ) , x(t0) = x0

y(t) = h (x(t)) + ε(t), ε(t) ∼ N
(
0, σ2

ε

)
(21)

We wish to recover the latent function x(t). In terms of a discrete-time stochastic
dynamical system

xt = f (xt−1) + νt−1, x0 ∼ p(.), νk−1 ∼ N (0, Q)
yt = h (xt) + εt−1, εt ∼ N (0, R) (22)

We formulate the approximation at discrete points as a Bayesian inference prob-
lem, where: y1:t = (y1, y2, . . . , yt) are the observed data, x1:t = (x1, x2, . . . , xt)
the unknown states, L(y1:t|x1:t) is the likelihood, P (x1:t) is the prior distribution
over the solution space, and P (x1:t|y1:t) posterior distribution is obtained by:

P (x1:t|y1:t) =
L(y1:t|x1:t)P (x1:t)∫

L(y1:t|x1:t)P (x1:t)dx1:t
(23)

In this section, we use a Gaussian Process (GP) to find probabilistically the
states solutions of the ODE. Assume we have y1:n = (y1, y2, . . . , yn)T as the
values of the target function, where yi = f(xi) ∈ IR are observations at locations
x1:n = (x1, . . . , xn)T where xi are d-dimensional vectors in the domain D ⊆ IRd.
We aim to use a GP f(., .) : D × Ω → IR, to approximate the underlying target
function. Typically, y = f(x) is denoted as

f(x) ∼ GP (m(x), k (x, x′)) (24)

where m(.) : D → IR is parametric fuction and k(., .) : D × D → IR admits a
positive semi-definite matrix, defined by:

m(x) = E [f(x)] , k (xi, xj) = E {[f(xi) − m(xi)] [f(xj) − m(xj)]} (25)

GPs generalize the Gaussian distribution, are of infinite dimension and can be
considered as a non-parametric method, and are defined in terms of the mean
and covariance function, [6].
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Consider the GP regression problem with input-output training pairs
{(xi, yi)}n

i=1:

f(x) ∼ GP (0, k(x, x′)) (26)

yi = f(xi) + εi, εi ∼ N(0, σ2
ε ) (27)

A widely used kernel is the standard squared exponential covariance kernel with
an additive independent identically distributed Gaussian noise term ε with vari-
ance σ2:

k (x, x′) = α2 exp
(

−‖x − x′‖22
2l

)
+ σ2δx,x′ (28)

where δx,x′ is a Kronecker delta fuction, l is the length-scale, and α2 is the
signal variance. In general, by assuming zero mean function m(x) = 0, we use
θ = (α, l, σ) to denote the hyperparameters, and they are determined based on
the training data.

The joint distribution over test and training points is:
(

f
fnew

)
∼ GP

((
m (x)

m(xnew)

)
;

(
K (x, x) + σ2

ε I K (x, xnew)
K (xnew, x) K (xnew, xnew) + σ2

ε I

))
(29)

Thus, we can rewrite fnew as a conditional:

fnew|f, x, y ∼ N
(
m (xnew)post

,Kpost (f(xnew), f(xnew))
)

(30)

The posterior mean for an unseen test input xnew is given by

mpost (xnew) = m (xnew) + K (xnew, x)
(
K (x, x) + σ2

εI
)−1

[f − m (x)] (31)

The posterior variance for an unseen test input xnew is given by

Kpost = K (xnew, xnew) − K (xnew,x)
(
K (x,x) + σ2

ε I
)−1

K (x, xnew) + σ2
ε I (32)

where

K (x,x) =

⎛
⎜⎜⎜⎝

k (x1, x1) . . . k (x1, xn)
k (x2, x1) . . . k (x2, xn)

...
...

...
k (xn, x1) . . . k (xn, xn)

⎞
⎟⎟⎟⎠

and
x = (x1, . . . , xn)

4 Results

In this section, the methodology is shown using two synthetic models. In our
simulation studies, we demonstrate the performance of the previous approaches
on two dynamical systems: the Lotka Volterra model and the FitzHugh Nagumo
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model by comparing the estimated parameters and state variables with their
true values. Additionally, real COVID-19 data was used to infer the parameters
of the SIR model.

The parameters for generating the simulations are as follows: for training the
PINNs, we used 4 hidden layers with 32 neurons each for 12,000 epochs, and 5
hidden layers with 32 neurons each for 24,000 epochs, for σ = 0.1 and σ = 0.5,
respectively. The learning rate in both cases was 3 × 10−3. For the method
combining probabilistic solutions and the Hamiltonian Monte Carlo algorithm,
we set draws = 1000, tune = 1000, target accept = 0.9, chains = 4, and
cores = 4. Here, draws specifies the number of samples, tune indicates the
number of tuning steps, target accept defines the acceptance probability, and
chains and cores represent the number of independent chains and CPU cores
used, respectively. To evaluate the efficiency of the methods in state-parameter
inference, we used the Root Mean Squared Error (RMSE) and the Mean Absolute
Error (MAE).

4.1 Simulation Lotka-Volterra Model

The Lotka-Volterra model, also known as the predator-prey equations, is a math-
ematical framework for understanding the interactions between predators and
their prey in an ecosystem. It uses nonlinear differential equations to describe
the cyclic dynamics where predator populations rise and fall in response to prey
availability. This model, a specific instance of the broader Kolmogorov model,
helps predict predator-prey interactions across various environments, making it
essential in ecological modeling [29].

dS(t)
dt

= αS(t) − βS(t)W (t) + σ (33)

dW (t)
dt

= δS(t)W (t) − γW (t) + σ (34)

where θ = [α, β, γ, δ]T and X = [S,W ]. The observed data are generated using
Runge-Kutta method over the interval [0, 5] with θ = [2, 1, 4, 1] an initial state
values S(0) = 5 and W (0) = 3.

In Table 1, we compare the performance of different techniques for varying
σ values. The results show the estimated parameters α, β, γ and δ, along with
the computation time for each technique. Also, Table 2 presents a comparison
of techniques for the functions S(t) and W (t) highlighting the RMSE and MAE
values for each method.

Figure 1 illustrates the state-parameter inference of the Lotka-Volterra model
(S, W) using probabilistic solutions together with the Hamiltonian Monte Carlo
algorithm and Physics-Informed Neural Networks, respectively.

4.2 Simulation Fitzhugh-Nagumo Model

The Fitzhugh-Nagumo equations are a simplified version of the Hodgkin-Huxley
model, which was developed to describe the initiation and propagation of elec-
trical signals in the neuron of the giant squid axon. The Hodgkin-Huxley model,
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Table 1. Comparison of Techniques for different σ values

σ Technique α β γ δ Time (s)

0.1 GP+HMC 2.014 1.006 3.981 0.997 36

PINNs 1.991 1.001 4.083 1.031 155

0.5 GP+HMC 2.003 1.000 4.005 1.012 38

PINNs 1.853 0.983 4.245 1.058 160

Table 2. Comparison of techniques for functions S(t) and W (t)

Function Technique RMSE MAE

S(t) GP+HMC 0.044 0.041

PINNs 0.106 0.081

W (t) GP+HMC 0.019 0.016

PINNs 0.14 0.122

Fig. 1. The left graphic shows the inferred state of the prey (S(t)) using PINNs and
GP + HMC compared to a reference solution. The right graphic displays the same
comparison for the predator state (W (t)).

while detailed and accurate, is mathematically complex and computationally
intensive due to its use of four coupled differential equations with nonlinear
terms [28].

The Fitzhugh-Nagumo model simplifies this into just two coupled differential
equations that capture the essential features of the neuron dynamics: the activa-
tion and the recovery variables. The activation variable represents the membrane
potential, while the recovery variable accounts for the recovery process of the
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membrane’s ion channels that are essential for the neuron to fire another action
potential [27].

dV (t)
dt

= γ

(
V (t) − V (t)3

3

)
+ R(t) + σ (35)

dR(t)
dt

= −(V (t) − α + βR(t)) + σ (36)

where θ = [α, β, γ]T and X = [V,R]. The observed data are generated using
Runge-Kutta method over the interval [0, 5] with θ = [0.2, 0.1, 3] an initial state
values S(0) = 1 and W (0) = 3.

In Table 3, we compare the performance of different techniques for varying
σ values. The results show the estimated parameters α, β and γ along with
the computation time for each technique. Also, Table 4 presents a comparison
of techniques for the functions R(t) and V (t) highlighting the RMSE and MAE
values for each method.

Table 3. Comparison of techniques for different σ values

σ Technique α β γ Time

0.1 GP+HMC 0.149 0.101 2.994 38

PINNs 0.204 0.121 3.042 378

0.5 GP+HMC 0.151 0.102 3.016 38

PINNs 0.271 0.130 3.212 385

Table 4. Comparison of techniques for functions V (t) and R(t)

Function Technique RMSE MAE

V (t) GP+HMC 0.13 0.059

PINNs 0.633 0.357

R(t) GP+HMC 0.106 0.089

PINNs 0.516 0.369

Figure 2 illustrates the state-parameter inference of the Fitzhugh-Nagumo
model (V, R) using probabilistic solutions together with the Hamiltonian Monte
Carlo algorithm and Physics-Informed Neural Networks, respectively.

4.3 SIR Model for COVID Data

In this session, we show how our methodology works with real data. The COVID-
19 dataset from Kaggle [30] includes key variables essential for modeling the
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Fig. 2. The left graphic shows the inferred state of the Membrane Potencial (V (t))
using PINNs and GP + HMC compared to a reference solution. The right graphic
displays the same comparison for the Recovery Variable (R(t)) state.

spread of the virus using the SIR (Susceptible, Infected, Recovered) model,
specifically for Japan in the year 2020 between August and December (Fig. 3).
The “Susceptible” (S) variable represents the number of individuals who are
at risk of contracting COVID-19, as they have not yet been infected and lack
immunity. The “Infected” (I) variable indicates the current number of individu-
als who have contracted the virus and are capable of transmitting it to those in
the susceptible category. Lastly, the “Recovered” (R) variable counts the individ-
uals who have recovered from the infection and are presumed to have acquired
immunity, thus no longer susceptible to reinfection. The results of our analysis
are presented in Table 5 and Fig. 4. The SIR model is described as follows:

dS

dt
= −βSI (37)

dI

dt
= βSI − γI (38)

dR

dt
= γI (39)

where S, I, and R represent susceptible, infected, and recovered individuals,
respectively. The parameters β and γ denote the transmission rate and recovery
rate, respectively.

Table 5. Comparison of techniques for estimating parameters of SIR model with
COVID-data.

Technique β γ Time (s)

GP+HMC 0.0716 0.0632 55

PINNs 0.0705 0.0615 232
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Fig. 3. COVID data from August, 01 2020 to December, 31 2020.

Fig. 4. The top left graphic shows the inferred state of the Susceptible (S) using PINNs
and GP + HMC compared to a real data. The top right and bottom left of graphic
displays the same comparison for the infected state (I) and the recovered state (R),
respectively. Finally, on the bottom right of graphic shows the simulation of all states
obtained by PINNs and GP+HMC.

5 Conclusions and Discussion

In this work, we present two novel non-parametric methods for estimating large-
scale ODEs from noisy data with nonlinear structures.The first method encodes
the physical laws of the studied dynamic systems through the design of DNN
architectures, expressed in terms of function compositions. The main objective is
to solve problems by optimizing under physical constraints, approximating the
unknown function (solution states) using DNNs. Loss functions that penalize
the training process are utilized, considering both the physical model and the
feedback mechanism provided by the data. This method allows for the approxi-
mation of admissible solutions that respect the physical laws governing the sys-
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tem’s temporal dynamics without violating the principle of mass conservation.
The second non-parametric method is probabilistic, belonging to the emerging
paradigm of statistical learning. The main feature of probabilistic programming
is based on Bayesian statistics, using conditional distributions on parameters
given the observed data. This methodology becomes a powerful tool for con-
structing complex models in various scenarios. We use the PyMC library [9],
a probabilistic programming platform that combines GP with samplers based
on the HMC algorithm and automatic transformations of constrained random
variables. This methodology facilitates the construction of flexible and accurate
statistical models. Two simulation examples and a real data analysis have sub-
stantiated the validity and effectiveness of our methods. We have shown how our
method allows us to estimate parameters and solution states in ODE systems,
considering complex functional relationships. The metrics used show estimation
errors with little variability. In conclusion, this methodology is a modern alterna-
tive way of estimating parameters and solutions of ODE systems, using flexible,
robust, efficient and easy-to-interpret techniques.
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Abstract. The function of the Integrated Security Service (ECU 911)
is to receive emergency calls and coordinate the response through vari-
ous emergency services. These interactions are recorded and stored as a
backup of each call. The present research proposes the pre-processing of
the text contained in said calls through the application of selected text
formalization techniques, such as the use of dictionaries of idioms, con-
sultation in the Dictionary of the Royal Spanish Academy (RAE), the
use of spell checkers and Named Entity Recognition (NER). A bitmap
is proposed as an auxiliary tool to facilitate decision-making and cor-
rect formalization during the formalization process. Finally, the score
obtained by a semantic comparison model is evaluated, in which the
informal transcribed text of the calls is compared with the formalized
text to determine whether the formalization of text improves the per-
formance of the Artificial Intelligence models The results demonstrated
that performance was improved or maintained in 74% of the test cases
thanks to the combination of these techniques. .

Keywords: Text mining · Named Entity Recognition · Text
Formalization · Natural Language Processing · Emergency calls

1 Introduction

In Ecuadorian territory, the Integrated Security Service (ECU 911) is the gov-
ernment entity responsible for providing an agile and effective response to dan-
gerous emergencies. This institution’s primary function is to receive auxiliary
calls through the reserved telephone number 911 and coordinate the mobiliza-
tion of the necessary resources, such as ambulances, fire departments, police
units, and other emergency services, to respond to the needs promptly [14].

ECU 911 has a continuous monitoring system of surveillance cameras and
other security devices deployed nationwide, which makes it possible to detect
potential risk situations and alert the competent authorities [15].

Every call that reaches the ECU 911 call centre is meticulously recorded and
stored, serving as a crucial backup for each emergency handled. However, these
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records, while invaluable, pose a unique challenge. They are often expressed in
colloquial language, with idioms, word repetitions, and other linguistic complexi-
ties. Those defects can be supported when Text-processing techniques transform
informal language into a more structured and formal format. The effectiveness of
this pre-processing is then evaluated to enhance and transform the performance
of trained Artificial Intelligence (AI) models in Spanish.

The Spanish spoken in Ecuador is a treasure trove of linguistic diver-
sity, with lexical and phonological variations that testify to the rich his-
torical heritage and the unique influences of its regions: Coast, Sierra, Ori-
ente, and Insular Region [4]. Due to this, handling colloquial expressions
in Natural Language Processing (NLP) is not just a challenge but a com-
plex and fascinating one. These linguistic phenomena demand specific strate-
gies for their accurate formalization. Global dictionaries such as those of the
Royal Spanish Academy (RAE) and specialized regional dictionaries or even
manual dictionaries can be used if resources empower us to verify the existence
and meaning of these expressions [9].

Informal or unstructured texts can be formalized with specific NLP tech-
niques. These techniques are essential to understanding the transformation pro-
cess and achieving the desired result. Applying various techniques offers the
advantage of segmenting each stage of the formalization process, allowing pre-
cise control of the results in each phase.

Normalization algorithms are crucial in handling a wide range of
Out-Of-Vocabulary (OOV) words, and correcting spelling errors. These algo-
rithms involve identifying error patterns, such as expansions, abbreviations,
shortenings, deletions, and omissions of punctuation marks, among others, to
apply appropriate corrections. Spell checkers use specific algorithms; one of the
best known is the Levenshtein distance, which measures the difference between
two strings and their closest match to correct their spelling using a dictionary
of known words [2].

In this context, the origin of the text is a crucial factor. The meaning of words
and phrases can vary significantly depending on the geographical or cultural
context. A term or expression can be understood differently for a region. For that,
meticulous handling of idioms, regionalisms, and word repetitions is paramount.

Consequently, a coherent and well-structured final text using NLP techniques
implies a more agile and precise response from the emergency service operators.
It contributes with this valuable processed information in developing new tech-
nological tools for ECU 911

Finally, this document is organized as follows: Sect. 2 contains the related
works, and Sect. 3 establishes the methodology of the work. Section 4 presents
the results, and Sect. 5 is the discussion. Finally, Sect. 6 contains the conclusions
of the work.

2 Related Work

Text pre-processing is an essential step for NLP. Pre-processing consists of con-
verting raw or unstructured text into a format that a model can understand.
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Primarily, it removes errors and anomalies from the text and transforms it into
a formal format that is more straightforward for the model to understand. This
literature review analyzes the main text pre-processing techniques proposed by
several authors. The advantages and disadvantages of each procedure are dis-
cussed according to the characteristics of each data corpus used in each project.

Within the scope of text pre-processing, there are several alternatives. Thus,
Moreno and Guirao [7] propose a method for pre-processing Spanish text cor-
pora, emphasizing the classification of ambiguous and unknown words processed
with GRAMPAL, a Spanish morphological processor. The modules were eval-
uated and presented a rate of 98.3% effectiveness when correctly labeling the
words within their category.

On the other hand, Tessore et al. [17] propose different types of procedures
for adequately transforming informal text into structured text. It ensures that
the quality of transformation is directly proportional to the decrease in non-
vocabulary words and a reduced number of tokens. They use Hunspell in the
Spanish dictionary for spelling correction and morphological analysis. However,
Ahn [1] proposes breaking down the task of extracting events into a series of
classification sub-tasks, with each task being crucially handled by a machine-
learned classifier. The classification sub-tasks are: i) Identification of anchors, ii)
Identification of arguments, iii) Assignment of attributes, and iv) Co-reference
of events.

Sheikha and Inkpen [16] propose the creation of a dictionary of common for-
mal and informal words in a corpus, treating only the “informal” words to reduce
the volume of processed data. The final coincidence percentage was 90%. Like-
wise, Wang and Kan [19] experimented with the recognition and segmentation
of text extracted from blogs in China. They used the Peking University online
dictionary as the formal lexicon and the list of informal words compiled from
training instances as the informal lexicon. The results showed an efficiency per-
centage of correctly converting the text at 60%, noting that the rate is affected
due to the large number of idioms and contextual interpretations typical of the
language, which harms the system’s performance.

On the other hand, Zhixing et al. [18] propose a prototype using the
K-Nearest Neighbors (KNN) algorithm to label words outside the vocabulary
in a text extracted from Twitter conversations. Then, each word is transformed
into a vector, and they use a classifier trained on ordinary words to label words
outside the vocabulary. After labeling, the corpus is divided into regular expres-
sions, single words, and multiple words. The possible fixes are grouped, and the
option chosen to make the replacement is the one with the highest total score.

Alternatively, Fan et al. [6] propose a procedure for transforming unstruc-
tured data into a formal language. The procedure eliminates missing data or
applies missing value imputation methods to replace these data with inferred
values. The proposed methods include the KNN algorithm and regression mod-
els. The generated results demonstrate that the KNN algorithm can achieve
satisfactory performance even with relatively high proportions of data.
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Barreiro et al. [3] propose training a model called esPERTo, which learns
from the root form of the language it is trained in. In this way, words can be
identified and transformed more quickly into formal language. This model has
the advantage of being able to train it with two or more variants of the language
in question. In this way, the system analyzes each sentence, provides the formal
alternative to each word that esPERTo has detected as informal, and replaces it.
However, it is limited to identifying OOV words as accurately or as accurately
as incomplete words as other models.

Despite the works mentioned above, there are no specific applications or
techniques in the field of NLP for formalizing texts in Ecuadorian Spanish, espe-
cially the variation of the Spanish spoken in the southern region of Ecuador.
This variety of Spanish, is one of the most characteristic dialects in the coun-
try. Furthermore, it is distinguished by its vocabulary, which includes colloquial
expressions, idioms, regionalisms, and particular intonation [10].

3 Materials and Methods

In this study, we propose to formalize the conversations of the ECU 911,
facilitated by Computer Science Research and Development Laboratory (LIDI)
at Universidad del Azuay. The Systems Process Engineering Metamodel 2.0
(SPEM 2.0) specification was adopted to structure the research phases. In this
way, the methodology was divided into four main tasks: i) Understanding of the
data, ii) Pre-processing of data, iii) Formalization of texts, and iv) Validation of
the Formalization. Additionally, Python was used throughout the development
of this study. Figure 1 illustrates the diagram that represents the methodology
to follow.

Fig. 1. Research Methodology Phases represented with SPEM 2.0
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Table 1. Data set structure

Characteristic Content

TRA ID Unique numeric identifier for each call.

ATA TEXTO Text of each line of a call.

ATA SECUENCIA
Sequential numbering of lines within each call,

reset to 1 when starting a new call.

ATA ACTOR
Indicates whether the line belongs to an interaction

between the Operator (“O”) or the Alerter (“A”).

INCIDENT GRADE NAME

The emergency level of the call is classified into four

categories: “GREEN KEY”, “YELLOW KEY”,

“ORANGE KEY”, and “RED KEY”, according to

the parameters established in the ECU 911.

3.1 Data Understanding

The ECU 911 covers the entire national territory through several centers, opera-
tional rooms, and zonal coordination. In this study, the transcribed calls belong
to the Zonal Coordination six (6), which includes the provinces of Cañar, Azuay,
and Morona Santiago; both the provinces of Cañar and Azuay belong to the
Sierra region, while the province of Morona Santiago belongs to the Eastern
region [13]. In this phase, the data set of 1,000 calls transcribed for the formal-
ization process was analyzed; its structure is presented in Table 1.

3.2 Data Pre-processing

The following techniques were applied for data pre-processing: Conversion to
Lowercase, Tokenization, and Indexing. This series of techniques standardizes
the information and ensures the reconstruction of the original format of the
conversations after formalization.[8]

Conversion to Lowercase In this phase, all characters in the ATA TEXT
column were initially converted to lowercase using the lower() function. This
standardization facilitates subsequent formalization processes by unifying the
format of the words.

Tokenization This technique is a fundamental NLP process that decomposes
text into smaller units called tokens. These tokens can be whole words, subwords,
phrases, or even punctuation marks, depending on the type of Tokenization and
the specific task. The rules that define how the text is divided are usually estab-
lished in a previous stage called pre-tokenization, where the creation of tokens is
restricted or enforced (e.g., the division of the text or corpus into white spaces).
Additionally, tokens can be numerical representations used as input in statisti-
cal models or dense vectors called embeddings, used in modern architectures,
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such as Bidirectional Encoder Representations from Transformers (BERT) or
Generative Pre-trained Transformers (GPT)[12].

A Tokenization process was performed by dividing the text into smaller units
(tokens). The split() function was employed to process the call transcriptions
efficiently. This function leverages the inherent whitespace separation between
words, acting as a delimiter to isolate individual words (tokens) within the tran-
script.

Indexación Each extracted token was then placed on a separate row in a new
column named WORDS LIST. Additionally, new columns were created for each
unique word; an ID for identification purposes and another column to specify
the actor associated with each word. This was achieved by concatenating the
word with the corresponding values of the ATA SEQUENCE and ATA ACTOR
columns to obtain the final identifier of each word, that is, its order within the
new column. With this indexing process, it was possible to relate each word to
the actor who pronounced it and their position in the call. This information is
crucial to reconstruct the original format of the conversations after formalization.

3.3 Texts Formalization

Four techniques to formalize the text were applied in this phase: idiom dictionary,
RAE search, Named-Entity Recognition (NER), and a spell checker supporting
the Spanish language. These techniques were implemented in an order defined
by a bitmap.

Idioms Dictionary. The idioms dictionary was prepared manually based on
the “Diccionario de la real lengua morlaca” [5]. With this dictionary, an iterative
process was implemented to loop through all the words in the text and search for
matches in the idiom dictionary. The words found were replaced by their formal
equivalents.

Search in the RAE. Python library pyrae was used to verify the correct
spelling and existence of the words in the Spanish language. dle() method in
that library allows you to search for words in the RAE dictionary and return
their meaning if found or an error message if they do not exist. This method
consulted each word on the list to determine its presence in the RAE.

NER. This is responsible for identifying and classifying named entities present
in a text, such as names of people, organizations, and locations. This technique
is beneficial for retrieving relevant information from a text and obtaining a clear
view of names, locations, countries, or organizations present in the text [11].

This technique was also implemented because they are unique contextual
elements and require special treatment. For this, the spacy Python library was
used, with the es core news lg model trained to identify entities named in Span-
ish. Table 2 shows the classification labels offered by the model.
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Table 2. Label classification within the POS tagging model

Label Description

[’PER’] Person.

[’LOC’] Location.

[’ORG’] Organization.

[’MISC’]Various entities.

Spell Checker. A spell checker was used using the spellChecker Python library.
The Spellchecker(language=’es’) method provides a specific checker for the Span-
ish language. This method analyzes each word and selects, from several candi-
dates, the most appropriate spelling correction using the Levensthein distance,
which calculates the distance between words and determines the closest permu-
tations to the original word.

After defining the guidelines for each technique, the challenge arose of deter-
mining the optimal order of application in each method. A bitmap was generated
by applying the five techniques to the WORDS LIST column to establish an
application sequence and optimize the formalization results.

Bitmap. In the case of the idiom dictionary, “0” was assigned if the word was
not an idiom, and a “1” if it was an idiom and has been replaced by its formal
equivalent. For the RAE method, a “0” was assigned if the word was not found
in the dictionary and a “1” if it was present. In NER, a “0” was assigned if the
word was not a named entity and a “1” if it was. For the spell checker, a “0”
was assigned if the word did not require correction and a “1” if it needed to be
corrected.

3.4 Formalization Validation

At this stage, a semantic comparison was implemented to validate the formaliza-
tion of the text. A sample of 20% was selected for a formal and informal semantic
comparison. In this way, both comparisons’ semantic similarity changes are eval-
uated, and the cases in which the similarity index demonstrates improvements
are determined. For an equitable comparison, the sample was filtered by consid-
ering the number of words in each and using the first standard deviation as a
criterion.

The pretrained Sentence-Transfomer model in Spanish sentence similarity
spanish es available in the Hugging Face Hub repository was used for the seman-
tic comparison. With this model, the semantic comparison was performed using
the cosine similarity metric between the vectors (embeddings) generated by the
model. Two comparisons were made: informal text vs. informal text and infor-
mal text vs. formalized text, generating a column of scores for each possible
combination within the 20% sample and selecting only the highest score from
each call.
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Table 3. The prepared idioms dictionary samples

Idioms Formal word

“abombar”“fastidiar” (“disturb”)

“avispado” “astuto” (“cunning”)

“ayau” “dolor” (“pain”).

“guagua” “niño” (“kid”).

“ñuto” “pequeño” (“little”)

Finally, a column with the final score was created by subtracting the scores of
the two comparisons. This column generated three categories: positive, neutral,
and negative. These categories allow the interpretation of the final formaliza-
tion results. A positive score implies that the formalization process improved
performance.

4 Results

For greater understanding, the results of this research were divided into three
subsections. First, the results when applying the pre-processing techniques to
the set of transcribed emergency call records; second, the results of the text
formalization stage; and finally, the results of the validation of the formalization
applied to the records.

4.1 Data Pre-processing

During the data pre-processing stage, the INCIDENT GRADE NAME column
was discarded because it was irrelevant to the study. After the Tokenization
process, 19,708 records in the ATA TEXT column were transformed to 173,905
records in the new WORDS LIST column.

4.2 Text Formalization

Idioms Dictionary. After the techniques were executed in parallel, the bitmap
was generated. The results of each row were concatenated to obtain the resulting
methods. Furthermore, these idioms were recorded with their formal language
equivalent. Table 3 shows an example of the structure of this dictionary.

Bitmap. After the parallel execution of the techniques, the bitmap was gener-
ated. The results of each row were concatenated to obtain the resulting combi-
nations of the methods. Table 4 shows the frequency distribution of these com-
binations in the bitmap.

Table 4 was used as a decision-making tool regarding the order in which
the techniques were applied. To ensure linguistic accuracy, the idiom substi-
tution technique was implemented first. By having a specialized dictionary as
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Table 4. Frequency of combinations resulting from the bitmap

CombinationsFrecuency

[1111] 27

[1110] 46

[1101] 23

[1100] 44

[1011] 12

[1001] 11

[0111] 1691

[0110] 12312

[0101] 758

[0100] 141123

[0011] 4282

[0010] 4818

[0001] 1463

[0000] 7295

a reference, the terms replaced by their formal equivalent safeguard the text’s
coherence. Therefore, using the bitmap in Table 4, a visual representation of the
data where each bit represents a specific linguistic feature, all the records that
contain the value of “1” in their first bit were selected; the idiom replacement
technique was used in these records. Subsequently, the records that contain the
value of “1” in their third bit and the value of “0” in their first and second bits
were selected to apply the NER identification technique. Since, in many cases,
they correspond to names, places, sectors, etc., they should not be replaced or
corrected. Next, the records that contained the value of “1” in their fourth bit
and the value of “0” in the rest of the bits were selected for the spelling correc-
tion technique. Finally, the records with the value of “0” in all their bits did not
fit into any formalization technique.

Additionally, Fig. 2 shows the distribution of applied techniques to each text
token.

These results demonstrated that the search for words in the RAE was the
most used technique throughout the formalization process, covering the most
significant number of words or tokens. This result indicates that the RAE recog-
nizes the majority of words present in the calls and, therefore, are grammatically
correct.

4.3 Formalization Validation

After data division, 200 records of the initial 1,000 were filtered, retaining only
those with several words between 65 and 135, according to the criterion estab-
lished by the first standard deviation. The total number of possible combinations
of the 200 calls was 19,900 records. However, only the most significant were
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Fig. 2. Formalization techniques application in the words of the text.

selected to maintain the same number of records (200) and facilitate the inter-
pretation of results. After classifying the scores into the established categories,
it was determined that, of the 200 calls analyzed, the formalization improved
the semantic comparison score in 73 cases, did not generate changes in 75 cases,
and decreased the performance of the model in 52 cases, this distribution of
presented in Fig. 3.

On the other hand, using the Gephi tool, all model performance score val-
ues were analyzed. The positive category increased from 36.5% to 40.11%, the
neutral category decreased from 37.5% to 30.71%, and the negative category
increased from 26% to 29.18%. However, the sum of the positive and neutral
categories decreased slightly to 70.82%. This finding indicates that of the 19,900
possible model combinations, formalization positively impacted or maintained
model performance in 14,093 (approximately 7 out of 10).

Positive and Neutral Score Representation. Within the group of calls
where formalization improved the results, the degree of improvement in seman-
tic comparison is an essential factor to consider. Figure 4 illustrates the number
of calls and the percentage of improvement obtained after applying the formal-
ization process proposed in this methodology.

Negative Score Representation. Likewise, analyzing the degree of reduction
in semantic comparison is relevant in the group of calls where formalization
decreased the results. Figure 5 illustrates the number of calls and the percentage
reduction observed after applying the formalization process proposed in this
methodology.
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Fig. 3. Formalization process result.

Fig. 4. Calls with positive score.
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Fig. 5. Calls with negative score.

5 Discussion

5.1 Applied Techniques Effectiveness

Although the search in the RAE was the most used formalization technique, the
contribution of the other techniques, although used to a lesser extent, was equally
relevant. Consequently, it underlines the importance of employing a diverse app-
roach that combines multiple techniques to address text formalization in this
context. The presence of the “Others” category shown in the Fig. 2, composed
chiefly of numerical data (such as identity cards and vehicle license plates),
demonstrates the particularity of the language used in emergency calls, charac-
terized by communication often imperfect and the inclusion of data that cannot
be formalized.

5.2 Impact of Formalization on Model Performance

Formalization had a positive or neutral effect on most calls (74%), indicating
an overall improvement in text quality. However, a significant percentage of
calls (26%) showed decreased semantic performance after formalization. Detailed
analysis of the improvement scores reveals that most improvements are con-
centrated in moderate ranges (0.00 to 0.79), as we can observe in Fig. 4. This
suggests that the semantic comparison model, due to its pre-training, already
essentially understands the context of the language used in the calls, even in its
informal form.
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An alternative to increase positive cases is to expand the idioms dictionary
used in the replacement technique. A more complete dictionary, including expres-
sions from other regions and cities, can improve semantic performance.

6 Conclusion

In this study, text pre-processing techniques were delved into, which made it
possible to select and apply effective formalization methods to ECU 911 emer-
gency calls. Thanks to tools such as bitmaps, idiom dictionaries, search in the
RAE, spelling correction, and NER method, the text was formalized in a logical
order.

The results have demonstrated the effectiveness of the formalization process.
This demonstrates improved semantic performance in most calls. However, the
percentage of negative cases due to language complexity indicates the need to
refine formalization techniques further to optimize the performance of the seman-
tic comparison model. Validation using this model confirmed an improvement
in the formalization process. It supported the proposed methodology, demon-
strating that text pre-processing significantly improves the models’ performance
compared to informal text.

Finally, it is proposed to evaluate the formalization with other semantic com-
parison models, which could provide a more comprehensive understanding of its
effectiveness. Additionally, expanding dictionaries of idioms could enhance the
accuracy of the formalization process. Testing different spelling checkers and
applying the methodology to other data sources provides valuable insights for
performing exhaustive comparisons and refining formalization techniques.
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8. Orellana, M., Garćıa, P.S., Ramon, G.D., Zambrano-Martinez, J.L., Patiño-León,
A., Serrano, M.V., Cedillo, P.: Semantic similarity of common verbal expressions in
older adults through a pre-trained model. Big Data Cogn. Comput. 8(1), 3 (2023)

9. Pastor, G.C.: Detección, descripción y contraste de las unidades fraseológicas medi-
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Abstract. Data privacy is an important key in current Internet of Things (IoT)
communications. In this work, a novel mechanism for secure Bluetooth Low
Energy communications between Android and IoT devices is proposed, based
on a literature review about vulnerabilities and potential attacks over this pro-
tocol. The vulnerabilities and attacks found in the literature were analyzed and,
with this basis, a mechanism was proposed that includes a series of application-
level securitymeasures to ensure secure communication. Thismechanism involves
the generation, sharing, and renewal of both symmetric and asymmetric security
keys, as well as time and authenticity control by applying timestamps, unique
keys, among other measures. As a result, according to the methodology, the pro-
posal provides resistance against 71.43% of the attacks found in the analyzed
works. The remaining 28.57% of attacks, not covered by the present proposal,
do not impact the privacy or authenticity of the transmitted data, ensuring secure
communication.

Keywords: Bluetooth smart · secure Bluetooth · cypher · Authentication

1 Introduction

The Bluetooth Low Energy (BLE) wireless communication protocol, also known as
Bluetooth Smart, is ideal for short-range IoT devices that need to transmit data wirelessly
and have strict power consumption requirements. Common examples of IoT devices
using BLE include environmental sensors, fitness trackers, environment-aware systems
in facilities [1], home and personal security systems [2], and it even played a significant
role in the Covid-19 pandemic, as several government applications utilized a BLE-
based exposure notification system [3, 4]. This communication technology has become
a popular choice for establishing links between IoT systems and mobile devices, so BLE
is now included in almost all key platform devices, from smartphones to tablets and
laptops, facilitating the integration and control of these systems through applications.

In the last five years, many Bluetooth devices have been dual-mode (Bluetooth Clas-
sic+ BLE). However, due to the continuous growth in demand for connected electronic
devices, the number of single-mode BLE devices is expected to triple in the next five
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years.When considering both single-modeBLEdevices and dual-mode devices, approx-
imately 95% (around 6.6 billion) of all Bluetooth devices are projected to include BLE
by the year 2026, with a compound annual growth rate of 25% [5].

Considering that sensitive data can be transmitted via BLE, such as vital signs mon-
itoring devices [6], it is essential to ensure secure communication. However, ensuring
security in BLE communication presents unique challenges due to the wireless nature of
the technology and vulnerabilities associated with data transfer. Despite the well-known
vulnerabilities and attacks to this protocol, the standard security mechanisms are usually
ineffective [7].

Themain objective of this work is to propose a security scheme for BLE communica-
tion between Android devices and embedded systems. For this aim, an updated literature
review has been performed regarding recent vulnerabilities and potential attacks on the
protocol, focusing on the Android mobile operating system, as this is the most popular
and widely used worldwide, covering 71.81% of the market [8].

This work has two significant contributions. The first is an updated review and
analysis of the vulnerabilities and attacks that BLE may suffer. The second is a proposal
for a security mechanism to provide secure communications through the BLE protocol.

The rest of the article is structured as follows: Sect. 2 provides a brief reviewof related
works focused on security inBLE.The following section details themethodology applied
in this research. Then, Sect. 4 presents the results in two parts: the first part provides an
analysis of vulnerabilities and attacks of the protocol based on the found literature about
the subject; and then, the proposal presented in this research is introduced to provide
a higher level of security for applications using BLE. The research concludes with the
findings.

2 Related Works

The security concerning the BLE protocol has attracted the attention ofmany researchers
over the years; some of the most recent have focused on the evolution of its security
throughout its versions [9]. Others have dedicated themselves to exploring the conse-
quences of their vulnerabilities [10]. Wang et al. [11] designed a technique to obtain
the information transmitted in a BLE connection between a computer and a peripheral
device: by imitating a low-capacity device, the process of negotiating encryption and
authentication keys can be eliminated, imposing a new key with the peripheral BLE
device and pass authentication without user involvement. As a result, it can extract BLE
packets and read or write data stored on the devices.

On the other hand, Pallavi et al. [12] demonstrated possible attacks on BLE devices
that can be executed using low-cost tools to carry out spoofing, man-in-the-middle
attacks, and firmware attacks. Likewise, Kurt Peker et al. [13] tested several BLE con-
sumer wearable devices, including heart rate devices, demonstrating the possibility of
data leakage when these transmit, including the measurements made. Due to this, these
authors suggest that BLE devices must include a label informing the security level
implemented.

Some authors have been concerned about the evolution of BLE applications: Klieme
et al. [14] propose using the BLE protocol as a means to implement a web authentication
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system based on the FIDO2 standard, which uses a client device, such as a computer,
and an authenticator device, such as a cell phone. This system allows user to log in to
websites without using passwords but rather their biometric data.When the user wants to
log in from the client, it communicates through BLE with the cell phone, which obtains
the user’s biometric data and sends it back. Subsequently the client communicates with
the server using the FIDO2 standard.

Banani et al. [15] present a proposal for enhancing security in BLE communications.
This proposal consists of a dynamic light-weight encryption algorithm, which uses a
simpleXOR function for data encryption in nodes. This algorithm requires three different
keys for encryption process (master key, node secret key, and temporal key), and its
authors claim that it causes low overload in BLE sensor nodes. This proposal is focused
on systems composed of several nodes that send data to a server. Besides, it needs a
master key to be distributed in all nodes where it is implemented.

Sun and Tian [16] proposed a mechanism that provides address privacy protection
for BLE devices. Their proposal consists of an enhanced resolvable private address
(RPA) mechanismwhich overcomes the weakness of the original RPA. Even though this
mechanism has not been tested in either simulation or real devices, authors demonstrate
mathematically its performance.

Furthermore, Yang et al. [17] published a comprehensive review of next-generation
applications built with BLE, obstacles to its adoption in new application areas, and
current solutions from academia and industry that further expand its capabilities.

3 Materials and Methods

The literature review’s methodology was based on PRISMA (Preferred Reporting Items
for Systematic Reviews andMeta-Analyses), although a detailed analysis was performed
instead of ameta-analysis. The PICOCmethodwas used for systematic literature reviews
to define the scope of the current state-of-the-art literature review:

• Population: Bluetooth Low Energy, Bluetooth Smart.
• Intervention: Android.
• Comparison: Vulnerability, attack, encryption, security.
• Outcome: Not applicable.
• Context: Not applicable.

Based on the PICOC formulation, the following search string was generated: (“Blue-
tooth Low Energy” OR “Bluetooth Smart”) AND (“Android”) AND (“attack” OR
“encryption” OR “security” OR “vulnerability”). The bibliographic databases used
to obtain information resources were: Scopus, ACM Digital Library, IEEE Xplore, and
Science Direct. Inclusion and exclusion criteria were defined to filter the contributions
obtained from the databases (Table 1).

For measuring the quality of the selected articles and obtaining the best results for
this research, a quality assessment protocol was developed based on the question: “Does
it refer to secure BLE communication on Android devices and other devices or discuss
any communication vulnerability or attack on it?”.

Only those publications that passed this quality question were considered for the
bibliographic study.
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Table 1. Inclusion and exclusion criteria.

Inclusion Exclusion

Books
Book chapters
Journal articles
Conference articles

Editorials
Abstracts
Not available
Review articles
Conference review
Published before 2019

By applying the search string in the bibliographic databases defined in the method-
ology, 47 resources were obtained. Of these, 14 were duplicates, meaning they were
found in two or more bibliographic databases. When evaluating these resources accord-
ing to the inclusion and exclusion criteria, 14 were accepted. After applying the quality
assessment, at the end of PRISMA methodology, only eight were chosen for analysis
and as the basis for developing the final proposal (Fig. 1).

Fig. 1. PRISMA diagram search results.
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A study of the attacks that BLE communication can suffer was conducted with the
selected publications. An analysis was carried out for each of them, systematizing them
with the vulnerabilities they exploit to execute through a cross matrix.

Based on this analysis, we proposed a mechanism to provide cyphered communica-
tion between Android and IoT devices to that avoid analyzed attacks.

4 Results

4.1 Found Vulnerabilities and Attacks

Table 2 shows references of selected publications and what was found in each one. It is
worth mentioning that for the development of the final proposal, the official Bluetooth
specification document [18] was also considered for reference.

Table 2. Publications selected for analysis.

Reference What publication presents

[19] Vulnerability that allows an application to bypass location restrictions

[20] Data exfiltration by co-located applications

[21] Impersonation attacks during the reconnection process

[22] Link-level protocol vulnerabilities from version 4.2 onwards

[23] Data exfiltration without the need for authentication or prior pairing

[24] Relay attacks in government applications for COVID-19 exposure

[25] Proposal for a security system based on BLE and HTTPS protocols

[26] Vulnerabilities in Xiaomi’s physical activity monitoring applications

BLE is designed to establish fast and backwards-compatible connections between
devices, meaning two BLE devices of different versions can quickly establish com-
munication. Due to its simple and low-power nature, advertising data such as attribute
information and Media Access Control (MAC) address is always transmitted in plain
text [18]. This is one of the principal vulnerabilities of BLE, as it allows an attacker
attempting to connect to the device to obtain this information, clone its MAC address,
and impersonate the device by advertising the same information.

Wu et al. [21] exploited this vulnerability to perform an Impersonation Attack.
They found that Android devices run a reconnection procedure they termed Proactive
Reconnection, in which they request to establish encryption after reconnecting. Accord-
ing to [18], if the encryption establishment process fails during the procedure, the client
should either re-pair the connection with the server or abort it. However, the authors
discovered that communication continues, making the attack possible (Fig. 2). This is
due to a logical error in the implementation of BLE in the Android Application Program-
ming Interface (API) which does not provide capabilities to detect encryption errors: if
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Fig. 2. Impersonation attack. If encryption establishment fails, communication can continue in
plain text.

a user through their device connects with another and fails to establish encryption, the
communication could continue in plain text without the user being aware.

Zhang et al. [22] delved deeper into the issue and discovered that communication
continues in plain text if accessed attributes have read/write permissions, while if they
have encrypted read/write permissions or encrypted and authenticated read/write per-
missions, Android automatically begins the re-pairing process (Table 3). If the attribute
the attacker tries to access has encrypted or encrypted and authenticated permissions,
the authors of [21] warn that the attacker can intercept this request and send a false value
to avoid re-pairing.

Other attacks, besides the attacks mentioned earlier, involve the following:

Eavesdropping Attack: Zhang et al. [22] found that if communication can be down-
graded to plain text using a fake device when the original devices reconnect, the com-
munication will continue in plain text. This is because Android has already received
error 0x06 and does not request encryption establishment. The authors of [21] referred
to this type of reconnection, where the client device does not request encryption estab-
lishment, as Reactive Reconnection, and it is the default on Linux devices. Unlike the
impersonation attack, in this case, the attacker does not communicate with the user but
disconnects to eavesdrop on the user’s communication with the original device through
a sniffer (Fig. 3).

Denial of Service (DDoS) Attack: The attacker forces re-pairing with the Android
device from a fake device, modifying the permissions of the attributes to be encrypted or
both encrypted and authenticated. When the user attempts to access any attributes, the
fake device will send an error 0x0f or 0x05, compelling the Android device to re-pair
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Table 3. Errors in BLE communication.

Error Details Reaction

Pin or Key Missing (0x06) The peripheral device does not
possess the security key

Android continues the
communication in plain text

Insufficient Encryption
(0x0f)

The security level of the link
is not secure enough

Android automatically starts
the re-pairing process

Insufficient Authentication
(0x05)

with the fake device automatically. This attack is possible by simulating a device with
limited capabilities: starting from BLE version 4.2, Bluetooth SIG added four possible
pairing methods based on the input and output capabilities of the devices:

• Just Works: No interaction is required.
• Passkey Entry: Requires entering a code on one device displayed on the screen of the

other.
• Numeric Comparison: Requires confirming that both devices display the same code.
• OOB (Out Of Band): Requires a channel other than Bluetooth.

For the attacker to successfully pair the Android device with the fake device, they
must force a Just Works pairing. To achieve this, the attacker intends, on the fake device,
to have neither input nor output capabilities. This way, the pairing with the Android
device occurs without the user’s awareness. Finally, when the fake device is offline and
the user connects to the original device, communication will come to a standstill because
the Long-Term Key (LTK) changed in the re-pairing process. This state will continue
until the user manually re-pairs the devices (Fig. 4). LTK is a shared cryptographic key
used to establish a secure and encrypted connection between paired devices. This key
is used as part of the authentication and encryption process to ensure the privacy and
security of transmitted data. The process of generating and sharing the LTK typically
occurs during the pairing process.

Man-in-the-Middle (MitM) Attack: To carry out this attack, the attacker captures the
Identity Recognition Key (IRK) and the MAC address of the Android device through
a re-pairing with a cloned device. Then, they use this information to generate a cloned
device on the BLE network. Subsequently, the attacker connects the cloned devices with
the originals. In this way, the attacker acts as a middleman in the communication, able
to collect and modify data at will (Fig. 5). The IRK is used to generate resolvable private
addresses in advertising and communication. ABLE device, such as amobile phone, can
be tracked if itsMACaddress is used in advertising and subsequent communication. BLE
addresses this privacy issue through the IRK. Only a device with privacy requirements
needs to distribute its IRK and actual MAC address to the peripheral device. If a mobile
phone needs to protect its MAC address, it first distributes its IRK and MAC address
to the peripheral device. Then, the mobile phone uses this IRK to generate a resolvable
private address for its packets, and the peripheral device uses the mobile phone’s IRK
to resolve the private address.
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Fig. 3. Eavesdropping attack. After a reconnection with communication in plain text, a BLE
Sniffer can capture data transmission.

According to the authors of [21] and [22], all the attacks mentioned so far can be
carried out if there is no application-level security measure.

Relay Attack: Casagrande et al. [24] exploited the vulnerability during the COVID-19
pandemic to demonstrate that it is possible to perform a relay attack through government
exposure-tracking applications, also known as Automatic Contact Tracing (ACT) appli-
cations. The authors claim that any ACT application using BLE is vulnerable to relay
attacks by design: attackers can intercept and retransmit BLE signals involved in contact
between two users. This opened the possibility for an attacker to cause a false positive
for a victim by capturing exposure signals from an infected person and retransmitting
them to their target.

Another vulnerability related to the BLE advertising process involves the freedom
to set arbitrary values in the Service Data field of the Advertising Channel’s Protocol
Data Unit (PDU). PDUs are data packets used to transmit information between Blue-
tooth devices. These packets contain essential information for establishing connections,
exchanging data, and controlling communication between devices (Fig. 6).

The authors of [23] exploited this vulnerability and designed an attack that allows
extracting information from Android devices such as the operating system version, the
latest security patch, contacts, calendar events, and even the list of installed applications.
The main idea of the attack is to leverage the Service Data field to transport instructions.
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Fig. 4. DDoS attack. The LTK is changed by a cloned device (attacker), so original device cannot
reconnect.

Fig. 5. Man-in-the-middle attack. An attacker cloned both devices to capture transmitted data.

The attacker advertises the type of service data with a fixed Service UUID (Universally
Unique Identifier) and a Service Data field carrying commands encoded in bytes. On the
other hand, the victim, through a malicious app installed on their Android device, scans
BLE advertisements with the same Service UUID and receives the instructions. Due to
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the nature of the attack, it can be carried out even if the devices are not paired and even
if the victim’s device maintains a connection with other devices.

While vulnerabilities at the link level have beenmentioned, there are also vulnerabil-
ities at the application level. Google, on its official Android development site, warns that
when a user links their device to another via BLE, the data communicated between them
is accessible to all applications on the user’s device. Consequently, they recommend
implementing application-level security measures [27].

Fig. 6. Advertising channel PDU structure.

Despite this public warning, the authors of [20] conducted an analysis of a sample
of 18,929 applications and found that 45% do not implement any type of application-
level security. Most alarmingly, this rate increases to 70% for applications categorized
as medical. The authors also found that, even if proper security measures are not taken,
it may be possible to make changes to the device’s firmware.

In this way, Xiaomi implements application-level security measures for its devices.
However, the authors of [26] have found six possible attacks with significant impact on
its physical activity monitoring ecosystem. Four attacks allow wireless impersonation
of any Xiaomi activity monitor and its corresponding application, conducting man-in-
the-middle attacks and eavesdropping on their communications. The other two attacks
use a malicious Android app to remotely eavesdrop on a monitor’s data, impersonating
Xiaomi’s official physical activity app.

These attacks are possible due to the vulnerabilities that the authors expose in their
work, among which the following stand out:

• Devices are not authenticated in the pairing process.
• The security key is shared in plain text.
• Only the application is authenticated in communication.
• Communication is not encrypted or authenticated.
• Communication is reliable.
• Weak user confirmation when pairing devices.

An important detail is thatXiaomi protects its physical activitymonitoring ecosystem
with custom application protocols communicated through BLE connections and TLS
connections. However, it ignores the standard security mechanisms of BLE already
supported by its devices.
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Finally, another application-level vulnerability found by the authors of [19] allows
any application to access the user’s location while using BLE. However, they warn that
Google is already aware of this vulnerability, and any application attempting to exploit
it will be removed from the Play Store.

Table 4 summarizes the vulnerabilities and attacks found in the literature, establishing
a correspondence between each attack and the vulnerabilities it exploits by using a cross
matrix.

Table 4. Cross matrix of vulnerabilities and attacks found for BLE.

No. Vulnerability Level Attacks

A1 A2 A3 A4 A5 A6 A7

V1 The advertising device
transmits the MAC address
and attribute information in
plaintext

Link X – – – – – –

V2 The Service Data field of
the Advertising Channel
PDU can be leveraged to
transmit custom messages

Link – – X – – – –

V3 Weak user confirmation Link X X – – – – –

V4 Android does not provide
the capabilities to detect
and handle encryption
errors

Link X X – X X – –

V5 The Pairing Key is sent in
plaintext

Application X X – – – – –

V6 Unauthenticated pairing Application X X – – – – –

V7 Unilateral authentication in
communication

Application X X – X – – –

V8 Communication not
encrypted or authenticated

Application X X – X X – -

V9 Retransmittable
communication

Application X – – X – X X

V10 Ability to communicate
with the peripheral device
through co-located
applications

Application X X – – – – –

Note: A1: Impersonation Attacks. A2: Snooping Attacks. A3: Exfiltration Attacks. A4: Interme-
diary Attacks. A5: Denial of Service Attacks. A6: Replay Attacks. A7: Relay attacks
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4.2 Proposal for Secure Communication for BLE

The vulnerabilities found in the systematic literature review were considered for devel-
opment of the proposal. Although vulnerabilities were found at both the link and appli-
cation levels, it was decided to propose a series of security measures at the application
level. This choice wasmade because, at this layer, developers can implement customized
and robust security measures. Our proposal primarily consists of encrypted communi-
cation and a semi-manual authentication process. After analyzing the selected works
according to the methodology, it was concluded that these two features are essential
to ensure secure BLE communication. Unlike link-level authentication, the proposed
application-level authentication cannot be reduced to a non-interactive type similar to
Just Works.

For the proposal, it is necessary to implement a service on the Generic Attribute
(GATT) server, which is what BLE uses for data transmission. This is a client/server
protocol in which the server has a collection of services the client can access. These
services store data called characteristics. The service must have three characteristics: a
public key of device “a” (PKa), a public key of device “b” (PKb), and an encryption key
(SK), which will be used by the devices to establish secure communication.

The proposal consists of these security measures: blocking access to peripheral
device data while not paired, manual authentication process, encrypted communication,
communication with a key and timestamp, and renewal of encryption keys at random
intervals. It is recommended to implement these security measures in 4 phases:

(1) Pre-pairing

This phase precedes the traditional pairing and runs each time the device is initiated
(Fig. 7). Its purpose is to establish a security measure to prevent the peripheral device
from transmitting its attributes in plaintext: if an attacker clones the Android device and
connects to the peripheral device, they will not be able to read its attributes unless they
impose their public key and establish secure communication with the peripheral device.
However, this will only be possible if the attacker can access the hardware and pass the
manual authentication process.

In this phase, the peripheral device waits to receive a public key in its corresponding
field for encryption to initiate the subsequent phase.

(2) Authenticated Key Exchange

This phase is executed after the traditional pairing or whenever either of the devices has
been formatted, and it can be considered an application-level pairing. The application
verifieswhether it has a stored encryption key during this process. If it does, it proceeds to
the next phase. If not, it generates a pair of keys—public and private. It imposes its public
key on the peripheral device, which reacts by generating its own pair of keys. This pair
will be used to securely share the symmetric key and establish encrypted communication
(Fig. 8).

The authors of [25] used the Lightweight Cryptography algorithm, ChaCha20, for
BLE data transmission in their security monitoring proposal due to its suitability for
dealing with limited bandwidth and energy.
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Fig. 7. Pre-pairing process. It prevents against an attack from a cloned android device.

(3) Communication

Once the devices have successfully shared the encryption key, they can communicate
securely by encrypting each data they transmit. However, to ensure that the devices can
recognize that the data is indeed encrypted and that they are using the same key, it is
proposed to embed a key in each transmitted data. This key will be generated from the
symmetric key (Fig. 8).

Various actions can be used to prevent replay attacks, including timestamps. This
measure is recommended for its practicality and ease of implementation. Thus, they
decrypt the content whenever the devices communicate and verify the key and timestamp
(Fig. 9), sent in a structure like this:

{key|timestamp|content}
If the received data lacks a key or is different from the expected one, it is recom-

mended that the Pre-pairing process be started again (Fig. 7). If this is not the case, the
Authenticated Key Exchange process could be continued (Fig. 8). On the other hand, if
the timestamp is not appropriate, it could indicate a replay attack.

(4) Renewal of Encryption Keys

This phase is executed at random intervals defined by the application. Unlike theAuthen-
ticated Key Exchange process, in this phase, to avoid interaction with the user and pair
with fake devices, the new encryption key is encrypted and shared with the current key.
Only if the device does not have the security key, the Authenticated Key Exchange
process should be executed (Fig. 10).

Analysis of the Proposal
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Fig. 8. Authenticated key exchange process. Both devices share their own public key, and transmit
the symmetric key encrypted with the other device’s key.

Fig. 9. Communication process. Devices use the symmetric key to communicate, and include a
timestamp in the message.

The proposal was analyzed based on the attacks found in the literature review, and the
possibility of attacks is briefly explained next:

• Impersonation Attacks (A1): Avoided since the transmitted data includes a key
chosen when sharing the encryption key, thanks to manual authentication at the
application level.
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Fig. 10. Encryption key renewal process. The Android device generate a new symmetric key,
encrypted it with current SK, and transmitted it to embedded device.

• Snooping Attacks (A2): Avoided since the data is transmitted encrypted.
• Exfiltration Attacks (A3): It is still possible to exfiltrate data from the operating

system by exploiting the vulnerability at the link level concerning the PDU of the
advertising channel. Until now, we have not found any application-level security
measures to prevent this attack.

• Intermediary Attacks (A4): Avoided since the data is transmitted encrypted and due
to manual authentication at the application level.

• Denial of Service Attacks (A5): It still is possible. As mentioned before, this attack
exploits a series of vulnerabilities at the link layer; unfortunately, no solution was
found.

• Replay Attacks (A6): Avoided since the data includes a timestamp.
• Relay attacks (A7): Avoided since the data includes a timestamp.

4.3 Discussion

The original Bluetooth specification aimed for connectingwith deviceswithout seriously
considering the security of the transmitted data. Although security mechanisms have
been added over time, they still do not entirely ensure communication. In the case of
BLE, mainly when personal data is transmitted, security is a critical issue. Despite being
a very widespread protocol, it is still impossible to solve all its security problems. Some
commercial manufacturers are developing solutions for this issue but do not yet achieve
an adequate security level because there are still vulnerabilities [26].

Some proposals can prevent some of the identified BLE attacks. For instance, the
presented in [15] specifically prevent attacks A2, A4, A6 and A7 (four out of seven pos-
sible). However, that proposal is focused on BLEmesh networks and requires additional
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infrastructure. On the other hand, the proposal of [16] could avoid attacks A2, A6 or A7,
but it is unclear if it can be applied on Android devices.

The proposal presented in this paper is resilient against five out of the seven attacks
(i.e. 71.43%) identified in the literature review, and it could be easily implemented in
Android devices. Although the proposal is vulnerable to 28.57% of the attacks found,
none of these affect the privacy or authenticity of the transmitted data. Therefore, the
proposal fulfils its objective of ensuring secure communication.

5 Conclusions

BLE is a short-range, low-power wireless connection protocol increasingly used in IoT
applications. To the date, several vulnerabilities have been identified in the protocol,
which can put at risk user safety in the worst-case scenario.Many of these vulnerabilities
currently have no solution. However, it is possible to leverage the application layer to
implement customized security measures for mitigating the risks.

This work explored vulnerabilities and potential attacks on the protocol found in
recent years, using them as a reference for designing a secure communication proposal
that ensures privacy and data authenticity. The proposed solution can prevent five/of the
seven attacks identified in the literature, accounting for 71.43% of the total. This scheme
enhances the security, especially in applications handling critical or highly sensitive data.

As future work, the practical implementation of the protocol is pending to assess its
effectiveness and impact on theperformanceof applications.Additionally, improvements
may be possible to increase its security level or address the attacks it does not currently
cover.
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Abstract. This paper proposes a design procedure based on multi-
objective optimization for modeling a Peltier thermoelectric system using
experimental data. A multi-objective evolutionary algorithm was used to
identify a set of optimal parameters that satisfactorily characterize the
system’s dynamics. The proposed methodology offers a designer valu-
able information about the dynamics of the temperatures of the Peltier’s
hot and cold surfaces and the trade-offs between their design objectives
(visualized in the Pareto fronts). In this way, a control engineer can be
sufficiently informed to choose, according to their preferences, a model
for the Peltier cell with the best performance (for different system oper-
ation scenarios). A Peltier cold-side temperature model was selected to
tune a proportional-integral-derivative (PID) controller and evaluate the
robustness of the model. The tuned PID controller works directly on
the nonlinear model of the Peltier cell, allowing it to effectively control
the temperature of the cold surface of the thermoelectric module. The
methodology uses the Integral Absolute Error (IAE) as a performance
index to evaluate the quality of system modeling. The results show that
the methodological approach applied to model and control the system
performs very satisfactorily.

Keywords: Peltier cell · Multi-objective optimization · Pareto front ·
Multi-objective evolutionary algorithm · Nonlinear model · PID control

1 Introduction

Peltier cells are thermoelectric devices that use the Peltier-Seebeck effects to
convert electrical energy into thermal energy and vice versa [1,2]. By applying
a voltage to a Peltier cell, it can generate a temperature gradient between its
surfaces, that is, one surface of the Peltier cools while the other heats up. [3,4].
Among the main advantages of Peltier cells we can mention that they do not
use refrigerants or toxic gases polluting the environment to generate a temper-
ature gradient (mainly the Peltier cell is required to cool) [5]. It also does not
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require the use of compressors, condensers, or evaporators that generate noise
and vibrations. Due to the multiple advantages that Peltier cells present, their
applications have progressively increased over time. Among the most relevant
applications are the cooling of microelectronic devices [6], refrigeration in medi-
cal applications [7], and refrigeration in the food industry [8].

This paper proposes a design method that applies a multi-objective opti-
mization approach to model the dynamics of a Peltier thermoelectric cell and
subsequently tune a PID controller to stabilize the temperature of a portable
thermoelectric refrigerator. The modeling and effective control of the Peltier
module are fundamental aspects for the optimal functioning of processes that
use thermoelectric refrigeration [9,10]. Thermoelectric refrigerators are currently
very useful for transporting medications or vaccines sensitive to temperature
changes. For example, during the COVID-19 pandemic, it was necessary to
guarantee compliance with standards and regulations in the cold chain when
carrying out portable transportation of the different types of vaccines created to
mitigate the disease. A key aspect to guarantee the effectiveness of the vaccines
was their transportation at appropriate temperatures [11,12]. A relevant aspect
for the effective use of thermoelectric cooling with Peltier cells is the creation
of precise models that characterize the dynamics of these devices in different
operating ranges. Engineers face a challenge in modeling Peltier thermoelectric
devices due to the complexity of the thermal and electrical phenomena involved.
Currently, different methods, such as machine learning and optimization algo-
rithms, are used to generate advanced nonlinear models of Peltier thermoelectric
devices [13,14]. In the methodological approach proposed in this article, a multi-
objective evolutionary algorithm (MOEA) is used in the optimization process to
generate a robust Pareto front with models that satisfactorily characterize the
dynamics of the Peltier system. Experimental data and performance indicators
are also used to evaluate the quality and reliability of the models obtained for
the Peltier system. The proposed methodology performs a multi-objective anal-
ysis of the system’s variables, which provides valuable information to a designer
for making well-informed decisions. In contrast, traditional optimization meth-
ods typically merge all of a system’s information into a single design objective,
which is likely to result in a loss of information relevant to understanding the sys-
tem. The paper is structured as follows: Sect. 2 shows some fundamentals about
multi-objective optimization. Section 3 describes the Peltier system and the non-
linear model that characterizes its dynamics. Section 4 shows the methodology
applied for the identification of nonlinear models of the Peltier system and tem-
perature control. Section 5 corresponds to the analysis of the results obtained in
the multi-objective identification process of Peltier system models. Finally, the
conclusions are shown in Sect. 6.

2 Multi-Objective Optimization Fundamentals

A design procedure with a multi-objective optimization (MOOD) approach is
made up of at least three stages: 1) the definition of the multi-objective problem
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(MOP), 2) the multi-objective optimization process, and 3) the multi-criteria
decision stage [15,16]. In the first stage, MOP can be defined as shown in (1)–
(5).

min
x∈D

J(x,ψ) (1)

J(x,ψ) = {J1(x,ψ), J2(x,ψ), ..., Jk(x,ψ)} (2)

G(x) ≤ 0 (3)

H(x) = 0 (4)

x ≤ xi ≤ x, i = [1, ..., n] (5)

where, x = (x1, x2, . . . xn) ∈ R
n is the decision vector; D is the decision space;

J(x,ψ) ∈ Rm is the design objectives vector; ψ represents possible uncertainties
in the system, G(x), H(x) are the MOP restrictions; x, y x are the lower and
upper bounds of the search space. In the second stage, a multi-objective opti-
mization algorithm must be chosen to satisfactorily obtain the approximations of
the Pareto fronts of each MOP. For this work, different optimization algorithms
have been developed over time, as shown in [17–20]. Finally, in the third stage,
it is necessary to analyze the characteristics or trade-offs of the solutions that
are part of the Pareto front J(X∗

p) to choose the best solution according to the
designer’s preferences (since all the solutions of the Pareto front are optimal).
There are various multidimensional Pareto front visualization tools for this task,
as shown in [21–23].

3 System Description

A Peltier cell is a thermoelectric device with two surfaces, as shown in Fig. 1.
Applying a DC voltage to the Peltier cell cools one surface, and the other is
heated. A Peltier cell uses the Seebeck effect to convert heat into electrical current
and the Peltier effect to convert electrical current into a temperature gradient
[24,25]. An energy balance on each surface of the Peltier and the application
of the first law of thermodynamics allow us to obtain a simple nonlinear model
that characterizes the dynamics of the temperatures of the cold and hot sides of
the system. The Peltier cell model is shown in (6)–(13).

The energy balance on the cold surface of the Peltier is shown in (6).

Qncs = Qecs − Qacs − Qjou + Qhcs (6)

Qncs represents the net heat absorbed by the cold side of the Peltier; Qecs

is the heat transmitted by convection between the environment and the cold
face; Qacs is the heat absorbed by the cold face due to the Peltier effect; Qjou

is the heat generated by the Peltier due to the Joule effect; Qhcs is the heat
transmitted by conduction from the hot face to the cold face.

Qncs = mcecool
d

dt
Tcool(t) (7)
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Fig. 1. Block diagram and energy flow diagram of the Peltier cell.

Tcool(t) =
1

mcecool

∫ tf

to

[
(Tamb − Tcool)Kconva − αTcoolIp − 1

2
I2pRp

+ (Thot − Tcool)Kconvp

]
dt

(8)

The energy balance on the hot surface of the Peltier is shown in (9).

Qnhs = Qrhs + Qdhs + Qjou − Qhcs (9)

Qnhs is the net heat dissipated by the hot side of the Peltier; Qrhs is the heat
transmitted between the radiator and the hot side; Qdhs is the heat dissipated
on the hot side due to the Peltier effect; Qhsr represents the net heat flow in the
radiator; Qcer is the heat transmitted by convection between the environment
and the radiator. All these variables are measured in Watt.

Qnhs = mcehot
d

dt
Thot(t) (10)

Thot(t) =
1

mcehot

∫ tf

to

[
(Trad − Thot)Krad + αThotIp +

1
2
I2pRp

− (Thot − Tcool)Kconvp

]
dt

(11)

The energy balance between the hot surface of the Peltier and the attached
radiator is shown in (12).

Qhsr = Qcer − Qrhs (12)
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Qhsr = mcerad
d

dt
Trad(t) (13)

The physical representation of each parameter of the proposed model for the
Peltier cell is shown in Table 1.

Table 1. Description of Peltier cell model parameters.

Parameter Parameter description Units

Kfan Factor of convection between the environment and the radia-
tor

[W/◦K]

Tamb Environment temperature [◦C]

Tcool Temperature on the cold surface of the Peltier [◦C]

Thot Temperature on the hot surface of the Peltier [◦C]

Trad Temperature in the radiator coupled to the Peltier [◦C]

α Seebeck coefficient [V/◦K]

Ip Current circulating in the Peltier cell [A]

Rp Peltier cell resistance [Ω]

Kconvp Thermal coefficient of the Peltier [W/◦K]

Krad Thermal coefficient between the hot face and the radiator [W/◦K]

Kconva Thermal coefficient between the hot face and the environment [W/◦K]

mcecool Thermal capacity in the cold face [J/◦K]

mcehot Thermal capacity in the hot face [J/◦K]

mcerad Thermal capacity in the radiator [J/◦K]

The experimental system is shown in Fig. 2. It is mainly composed of a ther-
moelectric refrigerator prototype, inside which is the Peltier cell, and a pro-
grammable controller PLC S7-1200, that regulates the temperatures of both sides
of the Peltier through a controllable voltage source. Data acquisition and system
control are done with an Intel Core I7 Processor using MATLAB/SIMULINK
and TIAPortal tools. The operation of the prototype is shown in the following
link: https://www.youtube.com/watch?v=srLqm7EgjHw.

Fig. 2. Experimental Peltier system.

https://www.youtube.com/watch?v=srLqm7EgjHw
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4 Methodology

A multi-objective optimization problem (MOP) to identify a set of optimal
Peltier cell models is posed in (14)–(19). To propose the MOP, the parame-
ters to be identified from the Peltier model must be considered, as well as the
system’s restrictions or operating ranges. An optimization criteria must also be
taken into consideration, in this case, the average error of the temperatures on
the cold and hot sides of the Peltier system was used. Laboratory tests were
performed for 2100 seconds (in the model identification experiment) and 1000 s
(in the model validation experiment), and 10500 samples (N = 10500) were
acquired.

min
xm∈D

J(xm) (14)

J(xm) = {J1(xm), J2(xm)} (15)

J1(xm) =
1
N

N∑
k=1

|Tcold experimental(k) − Tcold identified(k)| (16)

J2(xm) =
1
N

N∑
k=1

|Thot experimental(k) − Thot identified(k)| (17)

The decision vector is represented by:

xm = {α,Rp,Kconvp,Krad,Kconva,mcecool,mcerad,mcehot} (18)

xm ≤ xm ≤ xm (19)

where xm and xm were established taking into consideration the technical infor-
mation provided by the manufacturer of the Peltier system, (see Table 2).

Table 2. Bounds of the decision vector xm for the identification of Peltier models.

Bounds of xm

xm α Rp Kconvp Krad Kconva mcecool mcerad mcehot

xm 0.01 0.5 0.01 0.1 0.01 0.1 10 0.1

xm 0.5 1.5 50 5 5 20 10000 50

A Proportional-Integral-Derivative (PID) control structure was used to con-
trol the temperature of the Peltier’s cold surface, as shown in (20).

u(t) = Kpe(t) +
Kp

Ti

∫ t

0

e(t)dt + KpTd
de(t)
dt

(20)

where Kp is the proportional gain, Ti is the integral time, Td is the derivative
time, and e(t) is the tracking error between the output and the input.
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The multi-objective evolutionary algorithm ev − MOGA was used in the
optimization stage to identify the set of nonlinear models of the Peltier cell
[19,20]. The ev − MOGA algorithm is an elitist multi-objective evolutionary
algorithm based on the concept of ε-dominance, where two subpopulations evolve
simultaneously and iteratively to effectively achieve convergence to the Pareto
front. The configuration of the ev − MOGA is shown in algorithm 1.

Algorithm 1 ev − MOGA algorithm configuration
eMOGA.objfun = fcoste multi − objective Peltier
eMOGA.objfun dim = 3
eMOGA.search space UB = [0.1 1.5 1.5 10 1 50 1000 15]
eMOGA.search space LB = [0.01 0.1 0.01 0.1 0.1 0.1 0.1 0.1]
eMOGA.Generations = 1000
eMOGA.n div = 100
[pfront, pset, eMOGA] = evMOGA(eMOGA)
function : J = fcoste multi − objective Peltier(model, param)
alpha = model(1); Rpeltier = model(2); Kconvp = model(3); Krad = model(4)
Kconva = model(5); mcecool = model(6); mcerad = model(7); mcehot = model(8)
simulink (peltiermodel experimental)
J1 = J1(xm)
J2 = J2(xm)
J = [J1 J2]

In the visualization stage of Pareto fronts and decision-making, the Level Dia-
gram (LD) tool was used [23]. LD is based on classifying the Pareto front J(Xp)
according to its proximity to the ideal point. The ideal solution is understood as
the point with minimum values on the Pareto front for each design objective of a
MOP. The LD tool evaluates the distance of a solution from the Pareto front to
the ideal point using a given norm (1−norm, 2−norm,∞−norm). Each norm
offers the designer different diagram characteristics and provides various points
of view. A classical way of representing the Pareto front of a two-dimensional
MOP is shown in Fig. 3, and the same Pareto front is shown in Fig. 4 using
the LD tool with 1 − norm. The LD tool assigns an independent graph to each
objective, J1 and J2 . It does so in an equivalent way with each MOP decision
variable. The y-axis of each graph corresponds to the value of the norm selected
to represent the Pareto front, and all graphs are synchronized concerning this
axis. The x-axis corresponds to the values of the MOP design objectives (in the
objectives space) or the value of the decision variables (in the decision space).

5 Results and Discussion

5.1 Results of Multi-objective Identification of Peltier Cell Models

Laboratory tests were carried out to obtain a set of models of the Peltier cell. The
experimental data acquired were used to identify a set of nonlinear models for the
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Fig. 3. Classic representation of a two-dimensional Pareto front.

Fig. 4. Two-dimensional Pareto front using LD with 1-norm.

temperatures of the hot and cold faces. The Pareto fronts obtained in the multi-
objective optimization process are shown in Fig. 5. Each symbol (pink, blue and
yellow solutions) in the Pareto fronts represents a model of the Peltier system
with specific characteristics. Likewise, Fig. 6 shows the identified parameters of
each model obtained for the Peltier system (the parameters are described in
Table 3).

Analyzing the Pareto fronts in Fig. 5, it is possible to observe a conflict
between the models of the Peltier hot and cold side temperatures since the pink
and blue stripes are on opposite sides of each Pareto front. In other words, the
pink solutions represent the best models to characterize the cold side temper-
ature, but the worst models for the hot side temperature. Likewise, the yellow
solutions represent the best models for the Peltier hot side temperature but the
worst models for characterizing the cold side.

Table 3. Model parameters selected to characterize the Peltier.

α Rp Kconvp Krad Kconva mcecool mcerad mcehot

0.04 0.82 0.19 9.59 0.5 9.25 730 13.02
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Fig. 5. Pareto front of the set of models identified for the Peltier system.

Fig. 6. Identified parameters of the nonlinear model of the Peltier system. Each graph
represents a Pareto-optimal parameter of the Peltier model in a range of values estab-
lished in the multi-objective optimization process (according to technical characteris-
tics). A designer can select a model for the system based on preferences or the operating
scenario (for example PA, PB , PC).
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The validation of the temperatures of the cold and hot sides of the Peltier
system on the identification data is shown in Fig. 7. It can be seen that the set
of models obtained (88 models) in the optimization process satisfactorily fit the
real dynamics of the system. To ensure the reliability of the models obtained for
the Peltier, they were validated on a different section of data (the data for model
validation are different from those used for identification.), as shown in Fig. 8.
It is observed that even when varying the dynamics of the system, the models
obtained (in the process of multi-objective identification) satisfactorily represent
the system temperatures (although, logically, they have a greater approximation
error). The statistics of the errors in the models of the temperatures of the cold
and hot sides of the Peltier system are shown in Fig. 9 and Table 4. As can be
seen, the models found to represent the Peltier system have an average error less
than 0.6 ◦C. Also, 75% of the models have an error of less than 0.7 ◦C, and all
models have an error of less than 1 ◦C.

Fig. 7. Models identified for the cold and hot temperatures of the Peltier system.

Table 4. Errors in the cold and hot temperature models of the Peltier system.

Peltier temperature Emin Emax Emean Emedian

Tcold−identification data 0.31 0.49 0.40 0.39

Tcold−validation data 0.43 0.53 0.47 0.46

Thot−identification data 0.17 0.34 0.19 0.18

Thot−validation data 0.37 0.97 0.59 0.60
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Fig. 8. Models validated for the cold and hot temperatures of the Peltier system.

Fig. 9. Box plot of Peltier model errors. The blue boxes show the errors in the Peltier
models on the same identification data set, and the black boxes show the errors of the
models validated in another system operation scenario.

To evaluate in detail the trade-offs and performances between Peltier models
belonging to each of these regions (pink, blue, and yellow regions), three mod-
els (models in PA, PB , and PC) were selected on the Pareto fronts, and their
performances are shown in Table 5. As shown in Table 5, the model in PA is
the best to characterize the cold face temperature since J1(xm)PA

< J1(xm)PB

and J1(xm)PA
< J1(xm)PC

, but it is the worst to represent the hot face tem-
perature since J2(xm)PA

> J2(xm)PB
and J2(xm)PA

> J2(xm)PC
. Similarly, the

model in PB is the best for characterizing the Peltier hot face temperature since
J2(xm)PB

< J2(xm)PA
and J2(xm)PB

< J2(xm)PC
but the worst for represent-

ing the cold face temperature since J1(xm)PB
> J1(xm)PA

and J1(xm)PB
>

J1(xm)PC
. So also, if a designer wishes to select, according to his preferences,
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a model for the temperatures of the cold and hot sides of the Peltier that are
not the best but have satisfactory performances, the designer could select any
other solution from the Pareto front. For example, the model in PC whose per-
formance is in the ranges J1(xm)PA

< J1(xm)PC
< J1(xm)PB

and J2(xm)PB
<

J2(xm)PC
< J2(xm)PA

was chosen on the Pareto front. The validation of the
models in PA, PB and PC are shown in Figs. 10 and 11 respectively.

Table 5. Performance of Peltier models in PA, PB , PC selected on the Pareto front
shown in Fig. 5.

J(xm) Model PA Model PB Model PC

J1(xm) 0.315 0.475 0.361

J2(xm) 0.325 0.173 0.193

Fig. 10. Peltier cold side temperature models for points PA, PB , and PC .

5.2 Peltier System Controller Tuning Details

Finally, the model in PC was selected to represent the dynamics of the Peltier
cold and hot surface temperatures, and its parameters are shown in Table 3.
Using the model in PC and MATLAB-SIMULINK, a PID controller was tuned
for the Peltier cold face temperature. The tuning parameters were loaded into
the PID compact of an PLC : S7−1200 and are, Kp = 60.91, Ti = 32.77 [s] and
Td = 8.29 [s]. The Peltier cold face temperature control is shown in Fig. 12. The
system works in different operating ranges to evaluate the performance of the
controller and the effectiveness of the Peltier model. A satisfactory performance
of the Peltier system is observed since the cold face temperature stabilizes in
about 2 [min] and has no overshoot.
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Fig. 11. Peltier hot side temperature models for PA, PB , and PC .

Fig. 12. Control of the cold temperature of the Peltier cell.

6 Conclusions

A methodology for modeling a Peltier cell applying a multi-objective optimiza-
tion approach has been shown in this paper. Experimental results show that the
set of nonlinear models obtained has a satisfactory performance since the error
between experimental and simulated data is minimal (according to the statistics
shown). The proposed methodological approach shows relevant information for
a designer (about the performance and trade-offs between the variables of the
Peltier models). In this way, a control engineer can select in an informed way
the best model to represent the Peltier. For example, The methodology reveals
a conflict between the models of the cold and hot surfaces of the Peltier since
trying to improve one makes the other one worse (this information would be hid-
den in a traditional mono-objective approach). Finally, a compromise model was
selected to represent the dynamics of the Peltier cell and to be able to tune a PID
control for the cold side temperature. According to the results obtained, the PID
control works satisfactorily since it stabilizes the system in a reasonable time and
does not present an overshoot. When replicating this approach in another ther-
moelectric cooling prototype, it is recommended that sufficient system dynamics
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data be acquired so that the multi-objective optimization algorithm can find a
robust Pareto front (robust system models) and adjust controllers that effec-
tively stabilize the system. The approach, while presenting the limitation of
a high computational cost compared to traditional methods for modeling and
designing controllers, it also offers a wealth of valuable information that is crucial
for a designer’s decision-making.

Future work will focus on building a more robust portable thermoelectric
refrigerator, embedding the model and controller in hardware that provides
autonomy to the prototype. Electrical autonomy for the new prototype is also
planned for medical use in different geographical areas.
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Kumar, R., Rathod, M.K., Buyukdagli, O., Teggar, M.: Advances in thermal
energy storage: fundamentals and applications. Progr. Energy Combustion Sci.
100, 101109 (2024)



Modeling and Control of a Peltier Thermoelectric 317

11. Thakur, V., Hossain, M.K., Mangla, S.K.: Factors to vaccine cold chain manage-
ment for sustainable and resilient healthcare delivery. J. Clean. Prod. 434, 140116
(2024)

12. Cattin, M., Jonnalagedda, S., Makohliso, S., Schönenberger, K.: The status of
refrigeration solutions for last mile vaccine delivery in low-income settings. Vaccine:
X 11, 100184 (2022)

13. Tiryaki, H., Yusuf, A., Ballikaya, S.: Determination of electrical and thermal con-
ductivities of n-and p-type thermoelectric materials by prediction iteration machine
learning method. Energy, 130597 (2024)

14. Ge, Y., He, K., Xiao, L., Yuan, W., Huang, S.M.: Geometric optimization for the
thermoelectric generator with variable cross-section legs by coupling finite element
method and optimization algorithm. Renew. Energy 183, 294–303 (2022)

15. Huilcapi, V., Blasco, X., Herrero, J.M., Reynoso-Meza, G.: A loop pairing method
for non-linear multivariable control systems under a multi-objective optimization
approach. IEEE Access 8, 41262–41281 (2020)

16. Huilcapi, V., Castillo, C., Sanchez, D., Cajo, R.: Optimization of an air pressure
system: A multi-objective control and modeling approach. IEEE Access 12, 96691–
96703 (2024)

17. Wang, L., Yao, Y., Luo, X., Adenutsi, C.D., Zhao, G., Lai, F.: A critical review
on intelligent optimization algorithms and surrogate models for conventional and
unconventional reservoir production optimization. Fuel 350, 128826 (2023)

18. Blekos, K., Brand, D., Ceschini, A., Chou, C.H., Li, R.H., Pandya, K., Summer,
A.: A review on quantum approximate optimization algorithm and its variants.
Phys. Rep. 1068, 1–66 (2024)

19. Huilcapi, V., Blasco, X., Herrero, J.M., Pajares, A., Reynoso-Meza, G.: Applica-
tion of an input-output pairings selection methodology to control multivariable
systems based on multi-objective optimization. In: 2021 International Conference
on Computational Science and Computational Intelligence (CSCI), pp. 443-449.
IEEE (2021)

20. Herrero, J., Blasco, X., Mart́ınez, M., Ramos, C., Sanchis, J.: Non-linear robust
identification of a greenhouse model using multi-objective evolutionary algorithms.
Biosys. Eng. 98(3), 335–346 (2007)

21. Nagar, D., Ramu, P., Deb, K.: Visualization and analysis of pareto-optimal fronts
using interpretable self-organizing map (ISOM). Swarm Evol. Comput. 76, 101202
(2023)

22. Xu, Y., Zhang, H., Huang, L., Qu, R., Nojima, Y.: A pareto front grid guided
multi-objective evolutionary algorithm. Appl. Soft Comput. 136, 110095 (2023)

23. Blasco, X., Herrero, J.M., Reynoso-Meza, G., Iranzo, M.A.M.: Interactive tool for
analyzing multiobjective optimization results with level diagrams. In: Proceedings
of the Genetic and Evolutionary Computation Conference Companion, pp. 1689–
1696 (2017)

24. Huilcapi, V., Herrero, J.M., Blasco, X., Mart́ınez-Iranzo, M.: Non-linear identi-
fication of a Peltier cell model using evolutionary multi-objective optimization.
IFAC-PapersOnLine 50(1), 4448–4453 (2017)

25. Wang, L., Shu, L., Lv, Y., Hu, Q., Ma, L., Jiang, X.: Ultra-efficient and thermally
controlled atmospheric structure deicing strategy based on the Peltier effect. Appl.
Thermal Eng., 123162 (2024)



Wearable Device for Acquiring Biomechanical
Variables Applied to the Analysis

of Occupational Health Risks in Industrial
Environments

Carlos Calderon-Cordova(B) , Victor Puchaicela, and Roger Sarango

Universidad Tecnica Particular de Loja, Loja 1101608, Ecuador
{cacalderon,vfpuchaicela,rasarango1}@utpl.edu.ec

Abstract. The activities performed in an industrial environment are classified
as high risk for causing occupational diseases because the activities performed
demand high frequencies of execution of movements or require high physical
efforts on the part of industrial operators. Currently, risk indexes are assessed only
based on observation and questionnaires, which adds subjectivity and lack of reli-
ability to the results. The present study proposes the development and evaluation
of a wearable technological device to acquire in situ the biomechanical variables
of an operator and that these data serve to determine occupational risk indexes in
a more objective way. The hardware architecture of the wearable device imple-
mented consists of four modules: signal acquisition, processing, storage, and data
transmission. The eleven (11) monitored variables are six myoelectric signals in
the forearm, biceps, and back, two back inclination angles, heart rate, skin elec-
trical conductance signal, and body temperature. To evaluate the performance of
the implemented device, the elevenmonitored variables were acquired, registered,
and visualized during the execution of three test exercises by three users of dif-
ferent physiological parameters, resulting in a set of 99 signals. It was observed
congruence between the occurrence of peaks of the signals with the characteristics
of the executed exercises, in addition, there is no loss of data between the stages
of capture, transmission, recording, and visualization.

Keywords: Wearables · biomechanical signals · occupational health · Internet of
Medical Things (IoMT) · embedded systems

1 Introduction and Related Work

The activities realized in an industrial environment are classified as high risk, because the
workers are in continuous contact with machinery andmechanical equipment or because
theyperform repetitive activities that are hazardous to their health or require highphysical
effort. Due to these activities that demand high frequencies of execution or that require
high physical efforts by industrial operators, there is a high risk of causing occupational
diseases. The density of occurrence of occupational diseases can be considered a public
health problem and is also considered an economic problem for the industrial production
sector of a country [1, 2].
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To mitigate the consequences of occupational diseases, the industrial production
sector determines risk indexes for each activity performed by workers. However, these
risk indexes are determined on the basis of visual verifications and questionnaires, which
leads to subjective and unreliable results [3, 4]. On the other side, there are assessments
based on medical instrumentation, however, this is considered invasive for the required
purpose, since it completely modifies the work environment because the operator under
analysis must emulate his activity within a laboratory environment [5–7].

Based on the previous analysis, the present project proposes the development and
evaluation of a wearable technological device to acquire in situ the biomechanical vari-
ables of the operator, and by means of this data in conjunction with machine learning
algorithms, it is possible to determine automatically and objectively the occupational
risk indexes. It should be noted that the implementation of intelligent algorithms that
estimate risk indicators based on biomechanical signals will be part of a future work.

This study is distributed as follows: Sect. 2 describes the hardware architecture of
the wearable device and the location of the sensors on the operator; Sect. 3 deals with
the implementation of the device, the software architecture of the embedded system,
and the user interface; Sect. 4 documents the evaluation of the wearable device; finally,
Sect. 5 summarizes the conclusions of the study.

2 Hardware Architecture of the Wearable Device

The hardware architecture of the wearable device is shown in Fig. 1. This architecture is
divided into four modules: The signal acquisition module, which performs the function
of capturing body and biomechanical signals through sensors. Processing module, this
module consists of a microcontroller device that performs operations with the acquired
data. Storage and Transmission Modules, which are formed by peripheral electronic
devices to store and transmit the time series of data. Finally, this hardware architecture
is connected to the VisualizationModule, which is formed by a software interface whose
main functions are to visualize and register the acquired data sets in files.

2.1 Signal Acquisition Module

The developed wearable device acquires 11 signals, the types of signals acquired along
with the sensor used are mentioned below: myoelectric signals at the forearm, biceps,
and back (Gravity EMG SEN0240 Sensor), back inclination angles (IMU MPU 6050
Sensor), heart rate (Pulse Sensor), skin electrical resistance/conductance signal (Grove
GSR Sensor), and, body temperature (MLX90614 Sensor).

Myoelectric signal sensor. The OYMotion Gravity EMG SEN0240 sensor captures
muscle activation signals employing metallic surface electrodes, known as myoelectric
signals. The sensor has an integrated signal amplification and filtering circuit to increase
the Signal toNoise ratio. Themain features of this device arementioned below:Detection
Range: ±1.5mV, Output Voltage: 0–3.0 V, Operating Temperature: 0–50 °C, Electrode
type: metal dry [8]. For the placement of electrodes on the user’s body, specific locations
and minimum distances between electrodes must be taken into account [9].
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Fig. 1. Hardware architecture of the wearable device.

Inclination angle sensor. The IMUMPU 6050 sensor is an electronic device consisting
of a 3-axis accelerometer, a 3-axis gyroscope, and a magnetometer. The sensor data is
processed by a DMP (Digital Motion Processor) which applies complex data integration
algorithms called 9-axisMotion Fusion. This sensor can be used tomeasure acceleration,
velocity, orientation, displacement, and other motion-related parameters [10].

Skin conductance sensor. The user subjected to states of great physical exertion or
emotional stress stimulates the sympathetic nervous system and consequently activates
the sweat glands, which varies the skin conductance. The method for measuring the
electrical conductance of the skin is called GSR (Galvanic Skin Response) and consists
of characterizing the conductance using two surface Nickel electrodes placed at two
specific points, for example, two fingers of the hand. The system applies a voltage
between the electrodes and captures the resulting current. The sensor used in the present
work is the Grove GSR v1.2. The electronics board contains a signal conditioning circuit
that includes the OpAmp LM324 with fast slew rate, and finally a passive low-pass RC
filter in order to obtain the signal envelope [11].

Heart rate sensor. Pulse Sensor is an electronic device that combines an APDS-9008
photoelectric sensor, a signal amplifier based on the OpAmpMCP6001 and a network of
RCfilters for noise reduction. This small device uses the optical pulse detection technique
called Photoplethysmogram, therefore, it is suggested to place it on the fingertip or
earlobe, however, it can be worn on the wrist for measurement purposes by means of a
wearable device. The manufacturer mentions that the sensor should be placed on a part
of the body that has capillary tissue. The clamping pressure between the sensor and the
skin should be Sweat Spot (neither too hard nor too soft), this will produce a clean signal
with readable amplitude. In addition, it should be taken into account that the output
measurement has a stabilization time of 5–10 s. The main features of this device are as
follows:MaximumCurrent Draw< 4mA,Output Voltage Range 0.3–5.5 V,Wavelength
LED output/sensor input 565 nm/525 nm [12].
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Body temperature sensor. TheMLX90614 device is an infrared sensor used tomeasure
body temperature without contact. It consists of the MLX81101 infrared detector, the
MLX90302 signal conditioner, a low noise amplifier, a 17-bit ADC, and finally the DSP
that allows to obtain measurements with high accuracy and resolution. The sensor output
is via 10-bit PWM (Pulse Width Modulated) and SMBus-I2C, the measuring range is
from − 20 to 120 °C, and the resolution is 0.14 °C [13].

2.2 Processing Module

The data processing module of the implemented device consists of the Arduino MEGA
development board. The electronic board has the ATmega2560 microcontroller that
operates at a frequency of 16MHzand has 4USARTserial ports. The number of available
ports (54 digital inputs/outputs and 16 analog inputs) permits the interconnection of the
microcontroller with the number of sensors required in the present project [14].

2.3 Communication Module

The implemented prototype has the capacity to communicate wirelessly via Bluetooth.
The electronic card that allows this connection is the HC-05 Module. Among the most
relevant features are the following: Typical – 80 dBm sensitivity, ISM2.4GHz frequency
band, nominal range 10 m, GFSK modulation (Gaussian Frequency Shift Keying), and
finally, the configuration of the operating parameters is compatible with AT commands
[15].

2.4 Storage Module

Data logging card. This module has the main function of managing the internal logging
of the data captured by the sensors. The electronic card that records the information
inside the implemented prototype is the Arduino Shield microSD. The module supports
two types ofmemory: SD or SDSC (Standard Capacity) and SDHC (High Capacity), and
the communication protocol is SPI. This module has a library that allows to create, read
and write files, it also has a physical socket in which the microSD memory containing
the created files is inserted [16].

Time reading card. The implemented prototype requires the creation and registration of
time series with the measured data. These time series need the date and time information
in which the data are captured. The DS3231 real-time clock (RTC) card allows the action
of generating the time labels (seconds, minutes, hours, day, month, and year) for the data.
The communication protocol is I2C and it has an integrated battery for continuous time
control [17].

2.5 Location of Sensors

The implemented device captures body signals which will provide information about
the biomechanics of the user performing a work activity. This section documents the
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Fig. 2. Location of the sensors on the user of the wearable device.

location of each of the sensors. Figure 2 shows the location of the sensors on the user of
the wearable device.

EMGsensor, forearmmuscle. The electrode is placed in themiddle third of the forearm,
this gives us a myoelectric signal of greater amplitude according to the recommendation
of the SENIAM Project. The SENIAM project (Surface ElectroMyoGraphy for the
NonInvasive Assessment of Muscles) is a European concerted action in the Biomedical
Health and Research Program (BIOMED II) of the European Union [18, 19].

EMG sensor, biceps brachii muscle. Based on the SENIAM recommendation, the
electrode should be placed in the distal third of the biceps.

EMG sensor, middle trapezius muscle. The electrode should be placed in the portion
closest to the spine of the middle trapezius muscle.

Inertial sensor, lower trapezius muscle. This sensor is used to examine the movement
of the back, mainly rotation angles and movement frequencies. Accordingly, the sensor
should be located in the left and right lower trapezius muscle.

GSR sensor, fingers. The measurement of skin conductance is obtained by placing two
dry electrodes, it is recommended that the electrodes be placed on the middle and ring
fingers.

Heart rate sensor, wrist. The sensor should be placed in the wrist area, as close to the
radial artery as possible.

Body temperature sensor, forehead. The infrared temperature sensor can be located in
some possible points of the user’s body; however, the sensor’s manual recommends its
location on the forehead for greater reliability of the reading.
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3 Wearable Device Implementation

3.1 Electronic Diagram

The electronic wiring diagram of thewearable device is presented in Fig. 3. This diagram
takes into account the interconnection between the four modules of the system: data
acquisition module, processing module, storage module and data transmission module.
The diagram was documented in the Fritzing tool version 0.9.9.

3.2 Device Software Architecture

The algorithms executed in the device have the function of digitizing, conditioning,
storing and transmitting the data captured by the sensors. These algorithms are structured
in dedicated subroutines for each type of signal, in addition to the libraries provided by
the sensor manufacturers. Figure 4 shows the block diagram of the device software
architecture of the wearable device.

The “WProgram” and “EMGFilters” libraries are used to initialize the six sensors,
read and filter the acquired data. The sampling frequency of these data is up to 500
samples per second and the notch filter cutoff frequency is 60 Hz to eliminate the noise
coming from the electrical network that adds to the EMG signals captured by the elec-
trodes. Changes were made to the original manufacturer’s library, mainly in the second
and fourth order filters section, the nominal frequency band to be allowed is between 20
and 150 Hz, this is done to obtain the envelope of the myoelectric signal. Finally, the
data transfer rate is defined at 9600 bps.

The “MPU6050” and “I2C” libraries are used to capture the data from the two inertial
sensors. First the data generated by the accelerometers in the three axes (X, Y, Z) are
read, then the inclination angles of the two sensors are determined.

For the reading of the GSR sensor no library is used, however to obtain the skin
resistance (SR), Eq. (1) is used [20].

SR = (210 + 2x)∗R
29 − x

(1)

where x is the serial port reading, it should be noted that the reading range of the serial
port is from 0 to 1023 due to the fact that the analog input has a 10-bit analog-to-digital
converter. Finally, the resistance of the voltage divider circuit is R = 10 k�.

3.3 Software Architecture of the User Interface

The hardware device that captures the biomechanical signals sends the data to a user
interface for real-time display and recording of information in CSV files. The user
interface was developed in the Python programming language. The software architecture
of the user interface is shown in Fig. 4.

The software architecture starts with the import of the “PySerial”, “Matplotlib”
and “Tkinter” libraries, these libraries were used for serial communication and display
of scalar and vector data. The received data frame contains 13 fields: date, time, body
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Fig. 3. Electronic wiring diagram of the implemented wearable device.

temperature, heart rate, left inclination angle, right inclination angle, skin resistance, left
forearm EMG signal, right forearm EMG signal, left biceps EMG signal, right biceps
EMG signal, left trapezius EMG signal and right trapezius EMG signal. Figure 5 shows
the user interface developed in Python for displaying and registering information. The
elements of the user interface are a selector of the signals to be displayed, a graph of
the signal as a function of the acquired samples, instantaneous values of the monitored
variables, date and time of the data reading, and finally data acquisition and display
control buttons.

3.4 Wearable Device Integration

The main goal of the project is the in-situ measurement of biomechanical variables
directed to the operating personnel in different industrial sectors. Therefore, this mea-
suring device must have the characteristics of a Wearable. The Wearable implemented
was based on the structure of a posture corrector vest available in the market aimed at
occupational health and safety.
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Fig. 4. Software architecture of the wearable device and user interface.

Fig. 5. User interface for real-time data visualization and data logging.

Figure 6 illustrates the exterior and interior viewof the implementedWearable device.
Figure 6a of the external view of the Wearable consists of the following elements: (a)
six Gravity EMG SEN0240 sensors to measure myoelectric signals in the arm, biceps,
and back, (b) a Pulse Sensor to measure heart rate, (c) a MLX90614 sensor to measure
body temperature, (d) a Grove GSR sensor tomeasure skin conductance, and, (e) posture
corrector vest type garment. Figure 6b of the internal view of the Wearable shows the
following elements: f) two IMU MPU 6050 sensors to measure the back inclination
angles, g) the MicroSD module to store the information, (h) the Arduino Mega 2560
microcontroller, (i) the Bluetooth HC-05 module, (j) the RTC DS3231 module, and, (k)
the power supply module for the electronic cards. It should be noted that the electronic
cards are arranged in an orderly fashion inside the compartment located on the back
outside of the vest, as shown in Fig. 7.
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Fig. 6. Exterior (left) and interior (right) viewof theWearable device formeasuringbiomechanical
variables.

4 Wearable Device Evaluation

4.1 Experimental Evaluation Methodology

Thewearable device is able to acquire, store and transmit 11 signals from the sensors and
also twodata (time anddate) that identify eachof the acquireddata frames.The evaluation
tests of the implemented wearable device were performed with three users with different
physiological parameters. The characteristics of the test users are summarized in Table 1.

Table 1. Features of the test users for the evaluation of the Wearable.

User Height (m) Weight (kg) Age Body mass index (BMI)

User 1 1.55 48 30 19.97, underweight

User 2 1.51 66 32 28.94, overweight

User 3 1.58 60 20 22.58, normal weight

Once the test users were defined, the wearable device was evaluated. The experi-
mental setup consists of the wearable device implanted in each of the users, a computer
to run the user interface, and the different test weights. The realization of the exercises
or movements has a duration of less than 20 s. Figure 7 shows a picture of a test user
using the wearable device.

For the definition of the test exercises to be executed by the users, the OWAS (Ovako
Work Posture Analysis System) method was used as a reference, which is one of the
most complete postural evaluation systems for analyzing the risks derived from forced
postures in the execution of tasks [6].



Wearable Device for Acquiring Biomechanical Variables Applied 327

Fig. 7. Test user using the implemented wearable device.

Three exercises were defined for the test scenario: In exercise 1 the test user lifts a
9 kg load from the floor to a height of 70–80 cm. In exercise 2 the user’s back is bent at
an angle of 20° with a load of 9 kg. In exercise 3 the user must lift a 9 kg load to a height
of approximately 120–130 cm. A photograph of the three test exercises performed by
the user is presented in Fig. 8.

Once the three test exercises have been defined, the posture type is verified using the
OWAS method. Table 2 shows the posture codes based on the OWAS method for the
test exercises.

Fig. 8. User executing the three test exercises for the evaluation of the wearable device.

4.2 Data Obtained by the Device

The wearable device acquired and registered the eleven variables to characterize the
postural activity executed by the user. The execution of the three test exercises by the
three users generated a set of 99 signals. The time interval of the signals ranged from 9
to 11 s, depending on the execution of the exercise by the test users. Figure 9 shows the
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Table 2. Posture codes based on the OWAS method for the three test exercises.

Item Back code Arms code Legs code Load

Exercise 1

Code 1 1 2 1

Posture Straight back Below shoulders Standing up < 10 kg

Risk 1 Posture is normal and natural so no action is required

Exercise 2

Code 2 1 2 1

Posture Inclined back > 20° Below shoulders Standing up < 10 kg

Risk 2 Posture can cause damage and requires action at a
future period

Exercise 3

Code 1 2 2 1

Posture Straight back Above the shoulders Standing up < 10kg

Risk 1 Posture is normal and natural so no action is required

11 signals acquired by the Wearable device; the signals correspond to user 2 executing
exercise 3.

From this set of data, a general analysis of the coherence of the variables is made,
for example, there are specific moments where a significant increase in the electromyo-
graphic activity of various muscles is observed, suggesting periods of intense physical
exertion. These periods are also accompanied by increases in heart rate, which is an
expected physiological response to physical exertion. Back tilt also varies, most likely
due to changes in posture during these periods of exertion.

The following is a brief analysis of the acquired set of signals:
The signals captured by the EMG sensors exhibit a sequence of signal peaks coherent

with the times and intensities of muscle contraction accompanied by the stretching of
the muscle fibers that produce the movement; consequently, an eccentric contraction is
obtained. In addition, low voltage levels are observed corresponding to the time inter-
vals in which there is muscle relaxation. In exercise 3, signals with greater amplitude
and a greater number of signal peaks were identified, this is due to concentric muscle
contraction.

The signals captured by the inertial sensors correspond to the inclination angles of
the back (left and right sides). Even though the back constantly changes its angle of
inclination due to the constant movements of the user, the noise contained in the signals
is minimal. In the signals of exercises 1 and 3 (perpendicular back), the average angle per
user ranges between 79° and 85°, in the signal of exercise 2 (inclined back) the average
angle per user ranges between 60° and 70°, which is congruent with the actual posture
of the user.

With respect to the skin conductance signals, it is observed coherence between the
highest amplitudes of the signal with the time intervals where a major physical effort
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is generated. The lowest amplitude levels range between 5 and 6 µV and the highest
amplitude levels range between 8 and 10µV.The intention is to use this signal to establish
a relationship with the fatigue and stress of the user executing a task, this relationship
will be strengthened with the heart rate and body temperature signals.

The range of temperature levels acquired by the sensors is between 35 and 38 °C,
which is consistent with the World Health Organization’s (WHO) statement that normal
body temperaturemeasured at the forehead is between 35.4 and 37.4 °C. The temperature
signals exhibit curves with slight increases and decreases in amplitude with respect to
the average value, these changes between the beginning and the end of the exercise are
approximately 1 °C.

5 Conclusions

A wearable device based on IoMT (Internet of Medical Things) elements applied to the
in-situ measurement of biomechanical variables was designed and implemented. This
is a portable and low-cost device focused on capturing 11 variables for the analysis
of occupational risks in industrial environments. It is necessary to emphasize that the
device meets the functional requirements, however, it is still considered a test device in
a controlled environment and not as a professional medical equipment.

The hardware architecture of the implemented wearable device consists of four
modules: signal acquisition module, processing module, storage module, and data trans-
mission module. The sensors to measure the 11 variables are the following: 6 Gravity
EMGSEN0240 sensors to measure myoelectric signals in the forearm, biceps, and back,
2 IMUMPU 6050 sensors to measure back inclination angles, a Pulse Sensor to measure
heart rate, a Grove GSR sensor to measure skin electrical resistance/conductance, and,
a MLX90614 sensor to measure body temperature.

To evaluate the performance of the implemented device, the 11 monitored variables
were acquired, recorded, and visualized during the execution of three test exercises by
three users of different physiological parameters, resulting in a set of 99 signals with
a duration of 9–11 s, depending on the execution of the exercise by the user. When
analyzing this initial set of acquired signals, it is observed that there is no loss of data
between capture, transmission, recording, and visualization, in addition, congruence is
observed between the occurrence of peaks of the signals with the features of the executed
exercises.

One of themain limitations of the proposed system is the effect of the constant move-
ment of the operator that alters the adhesion between the electrodes and the skin. These
frictions will generate changes in the signal and therefore errors in the measurements.
For this reason, from the beginning of the project, signal acquisition prioritizes the signal
envelope instead of the complete signal.

The next phase of the project consists of developing and training a machine learning
system, based on supervised learning [21] or reinforcement learning [22], to combine
the data obtained and determine risk indicators for a defined number of occupational
injuries. In addition, the acquired data set must be analyzed and labeled based on expert
and evidence-based criteria.
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Fig. 9. Signals acquired by the wearable device: 11 variables of user 2 performing exercise 3.
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Abstract. This paper deals with the characterization of the vibration
frequency spectrum of the electric motor in the power train of a hybrid
vehicle. This analysis is carried out using a vibration analyzer as a mea-
surement instrument and Minitab software for processing the numerical
data obtained. The numerical data collected in each experiment allow an
accurate evaluation of the significant differences in power consumption,
both in the charging and discharging phases. In order to meet the pro-
posed objectives, we proceed with the characterization of the vibration
spectrum of the electric motor of the hybrid vehicle powertrain under
controlled conditions, which include both the charging and discharging
phases, as well as the operation of the air conditioning system at its max-
imum capacity. The acquisition of this data is carried out using Dewesoft
software. Subsequently, analysis of variance is used to process and filter
the collected data. The null hypothesis was accepted, since the results
exceeded the significance level set at 0.005, with a confidence interval of
99.5% for normal distribution and 99% for ANOVA analysis.

Keywords: Spectrum · Frequency · Johnson Transform · Power
Train · ANOVA · FFT

1 Introduction

Improved energy efficiency and reduced exhaust emissions have been the main
drivers for the rapid development of hybrid electric vehicle (HEV) technologies.
The first wave of commercial HEV offerings combined the flexibility of internal
combustion engines (ICE) with all-electric traction systems to provide optimal
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vehicle operation. Advanced control methodologies employing rules based on the
optimization of fuel efficiency and no emissions have been developed in this area.
Despite this progress, and the many components of an HEV vehicle powertrain,
the characterization of vibration sources in a hybrid vehicle and the propagation
of vibration in structural response and interior cavities has not yet been fully
addressed. It is expected that this issue will become even more important for
the coming generation of vehicle structures and in particular for electric vehicles
where the acoustic comfort of the vehicle interior will play a greater role in
occupant perceived quality [1,17].

The powertrain systems generating forced and/or self-excited vibrations are
the engine, the electric motor(s), and the continuously variable transmission
(CVT). Even if the overall level of mechanical noise inside the cabin from these
systems can be well controlled by passive means by vibration isolation and damp-
ing solutions at their interfaces with the vehicle, specific spectral bands can be
identified that could potentially excite natural resonant modes of the vehicle or
of the floor. In this respect, battery power management and operation of the
electric motors in mode conditions can represent a critical hazard considering
that the boom phenomenon could also happen [11,14].

A hybrid vehicle consists of two or more energy supply systems that can
supply power to the powertrain independently or together [12,15]. These vehicles
combine an internal combustion engine with an electric motor, resulting in lower
fuel consumption and reduced pollution [3].

There are three powertrain configurations for hybrid vehicles: series hybrid,
parallel hybrid and series-parallel hybrid [5,8]. The series-parallel hybrid com-
bines the advantages of the two configurations, allowing the vehicle to be powered
by only one of the engines or by both, depending on the driving modes [16,20].
The vehicle studied has a series-parallel configuration, which allows versatile
operation with characteristics of both configurations [2].

The operation of hybrid vehicles depends significantly on electric motors,
which must have high power density, efficiency and reliability. Over the years,
electric motors have evolved and have been used in both industry and vehi-
cles [10]. The most common types in the automotive industry are brushless
direct current (DC) and alternating current (AC) motors, which include perma-
nent magnets, induction and switched reluctance. The classification of motors
is made according to their nature into DC and AC, according to the NEMA
standard [15].

Predictive maintenance uses specialized techniques to predict failures in
equipment and facilities, some techniques include vibration analysis, ultrasound
analysis, lubricating oil analysis and thermography [18]. Vibration analysis is
based on the measurement of the repetitive motion of a body around its equi-
librium position. Vibration measurement is crucial for evaluating machine per-
formance and detecting possible failures [19].

Likewise, this technique is also based on frequency analysis which is measured
through its amplitude, thus when the vibration spectrum presents variations
throughout the measured operating period, it indicates that the machine presents
an alteration in its operation and needs to be inspected [13]. Frequency analysis
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is a technique used to evaluate the vibration spectrum and detect alterations
in the machine operation, which allows identifying the need for inspection and
maintenance [19].

According to Roland [9], he mentions that electric mobility has increased
worldwide, with 1.82 million BEVs and 0.83 million PHEVs sold by 2021, 168%
more than in 2020. Similarly, the AEADE reports that Ecuador has increased the
acquisition of these units due to the environmental impact that this generates
in a positive way. Between 2017 and 2020 an average of 115 EVs were sold.
More the EVs had more reception in 2021 approximately 4,261 vehicles were
sold, four times more than the previous year. In the months of January and
February, approximately 883 units were sold, twice more than what was sold
in 2021 according to the AEADE. This led to a high demand for HEVs in the
national vehicle fleet, thus generating the need for maintenance of this equipment
in order to achieve reliability and maintainability, according to Mesara et al. [6].

Maria Penkova [5], mentioned that maintenance management for a long time
has been limited, but due to industrial growth and acquisition of technological
equipment there is a need to implement it. Predictive maintenance was the next
step to technology, founded to detect failures before they happen, the most
significant vibration analysis and concludes that this technique allows detecting
problems during installation, operation and final stage of the equipment, which
contributes to a comprehensive control of maintenance costs and productivity
improvement, mentioned Gallará and Pontelli [4].

In addition, Swapnil and Prasad [7], emphasize a comprehensive overview of
condition monitoring and fault diagnosis techniques in hybrid vehicles. They also
mention that vibration spectral analysis is a key tool for the use of hybrid vehicle
powertrain monitoring. It is important the application of predictive maintenance
techniques in electric and hybrid vehicles.

2 Materials and Methods

For the methodology proposed for the realization of the vibration data collection
provided by the electric motor of the hybrid electric vehicle power train. The
following considerations were taken into account with respect to testing, such
as: requirements (test elements), preconditions for data collection, test protocol
and the ISO 10816-3 standard, on which this proposed methodology is based.

2.1 Test Process

The experimental procedure is developed following a series of steps defined in
the flow diagram as shown in Fig. 1. The accelerometer is placed as identified in
the diagram in Fig. 2, which represents the distribution of the vehicle’s electric
motor. To start the experimental recording, the vehicle is turned on, verifying
that the air conditioning system is at maximum, with a sampling time of 10 s,
repeating the sampling three times, concluding with the processing of the data
using the Dawesoft software.
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Fig. 1. Test protocol flowchart.

Fig. 2. Location of the piezoelectric sensor.

2.2 Dewesoft Equipment Resolution Setting

The vibration analyzer is connected to the computer through a network cable. By
means of the Dewesoft software, which has the corresponding license, the vibra-
tion data of the electric motor is recorded, both in load and unload mode, these
data are censored with the help of the piezoelectric sensor. After the piezoelectric
sensor is placed on the electric motor, the Dewesoft software is configured for
data acquisition. Consequently, the analog input is configured, with a bandwidth
of 100 Hz, corresponding to the sampling frequency.

IEPE is selected which refers to the piezoelectric accelerometer sensor, with
a setting of 1000 mV, after the analog input configuration, we go to setting. In
the default sensor configuration, the unit of measurement is in m/s2. However,
to achieve an accurate conversion, a sensitivity factor of 100 will be applied when
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the “g” (gravity) option is selected. Subsequently, the unit of m/s2 is selected
again, and the software provides us with the calculated sensitivity factor, which
is equivalent to 10.1972 mV/m/s2.

After configuring the mathematical part of the software, we proceed to collect
data in order to obtain the vibration spectra in frequency. In the same section
of “Add mathematics”, the FFT (Fast Fourier Transform) is selected, this is
located in the section of “Analysis in the frequency domain”, thus completing
the total configuration of the equipment.

2.3 Minitab Software Configuration

To perform statistical data processing, it is essential to configure it correctly
according to the needs of the project. The process involves:

– Start the software and select “Johnson Transform” under statistics and qual-
ity tools.

– Configure the Johnson transform by adjusting parameters, such as the column
to transform.

– This transformation seeks to make the data follow a normal distribution.
– Apply the transformation to samples in both loading and unloading process.
– Perform a normality test to check if the transformed data are normal.
– Perform an ANOVA to identify significant differences in the amplitude data.
– Employ a 95% confidence level and the Tukey method to control for errors in

mean comparisons.

This process allows amplitude data to be analyzed and significant differences
in spectral data to be reliably detected.

3 Results and Discussion

The behavior of variables obtained through data collection and their application
to statistics using Minitab software is analyzed. The Johnson transform was used
to normalize the data of the frequency and amplitude variables, collected by the
Dewesoft software, which uses a piezoelectric sensor to measure the vibrations
of the power train during the loading and unloading processes under energy con-
sumption conditions. Prior to collecting the data, the resolution of the Dewesoft
vibration analyzer equipment was configured to select the vibration frequency
spectrum for both the loading and unloading processes. This involved setting
the sampling frequency and defining a time range for data acquisition per sec-
ond. As a result, a resolution of 1024 lines over a period of 10 s was obtained,
with a sampling frequency of 1 kHz. The graphs obtained in the treatments and
trials showed differences, but not significant differences in the means. The null
hypothesis was accepted because it exceeded the established significance level
of 0.005. The results were ratified by means of the Tukey test, confirming that
there are no significant differences between the variables analyzed in the loading
and unloading processes, as well as in the number of trials carried out with a
99% confidence level.
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3.1 Energy Consumption of the Loading Process - Test 1;
Interpretation of the Statistical Method Johnson Transform
and Normality Test

Figure 3 shows the Johnson transform of the first test in the loading process with
the engine running and the air conditioning system at maximum. A confidence
interval of 0.005 was used to convert the non-normal data to normality and
analyze their distribution and correlation. The null hypothesis is accepted with
a “p” value of 0.239, indicating that there are no significant differences in the
transformed data.

Fig. 3. Johnson transformation sample 1 loading process (trial 1).

In relation to Fig. 4, the normality test shows that the transformed numerical
data have a normal distribution, i.e. the mean, mode and median coincide, thus
making it a symmetrical distribution that is reliable for generalizing and inferring
the sample as a general population.

Fig. 4. Normality test sample 1 process load (trial 1).
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3.2 Interpretation of the Analysis of Variance Method (ANOVA)
Single Factor and the Composite Spectrum

Statistical graphs are presented below to verify significant differences. The num-
ber of factors evaluated using the Analysis of Variance (ANOVA) statistical
method is presented generally in Table 1 and specifically in Table 2. Only one
factor was evaluated with data transformed to normality.

Table 1. Number of factors to be analyzed (test 1).

Factor Levels Values

Factor 4 Transformation 1; Transformation 2; Transformation 3; Transformation 4

Tukey’s method was applied in ANOVA with a 95% confidence interval to
analyze significant differences in the grouped data, as can be seen in Fig. 5. This
method was used because of the need for multiple comparisons in the trials.

The grouping of the means and it is concluded that, although there is a
small difference in transformants 3, 4, 2 and 1, they are not significant and are
considered as group A, as seen in Table 2. Therefore, it is determined that the
means in trial 1 do not differ significantly.

Table 2. Grouping information using the Tukey method and 95% confidence

Factor N Mean Grouping

Transformation 3 1024 0.0261 A

Transformation 4 1024 0.0117 A

Transformation 2 1024 0.0070 A

Transformation 1 1024 0.0064 A

The composite spectrum generated by Minitab software using the amplitude
data of the test samples is depicted in Fig. 6. The amplitudes denoting changes
in the Fourier transform in the “Block Count” section were selected. This is due
to the variation in the numerical data in relation to machine vibration over time,
also considering the resolution previously configured in the vibration analyzer
equipment to evaluate the Fast Fourier Transform (FFT) in each test. Due to the
lack of significant differences between the samples, it is concluded that samples
1, 2, 3 and 4 of the load test are relatively equivalent.
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Fig. 5. Difference in the means in relation to the samples (trial 1).

Fig. 6. Composite spectra of samples under load - time series plot (test 1).

3.3 Complete Treatment 1 - Charging Process with the Air
Conditioning System at Maximum Air Conditioning

The superimposed spectra of tests 1 and 2 in the loading process are shown
in Fig. 7. As explained above, since there are no significant differences in the
means, a characteristic spectrum of each test is chosen in order to characterize
the total treatment in the loading process.

In Table 3 shows the number of factors involved to be statistically analyzed;
only the data transformed to normality will be analyzed for subsequent verifica-
tion in ANOVA.

Table 3. Number of factors to be analyzed in loading process (test 1 and test 2).

Factor Levels Values

Factor 2 Transformation 1; Transformation 2
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Fig. 7. Composite spectra of tests in loading process - time series graph (test 1 and
test 2).

Tukey’s pairwise comparisons, which corresponds to a statistical method of
ANOVA analysis, can be seen in Fig. 8. The correlation between trials 1 and 2,
in which they correspond to the same group A, is detailed in Table 4. There are
no significant differences since there are no differences in the means.

Table 4. Grouping information using the Tukey method and 95% confidence

Factor N Mean Grouping

Transformation 1.1 1024 0.0064 A

Transformation 2.1 1024−0.0069 A

3.4 Complete Treatment 2 - Unloading Process with the Air
Conditioning System at Maximum Air Conditioning

The overlapping spectra of tests 1 and 2 in the unloading process are identified
in Fig. 9. As in the loading process, no significant differences in the means were
found. In this treatment, a characteristic spectrum of each test is selected to
characterize the discharge process as a whole. Although the graph shows different
peaks from each other, a statistical analysis will be performed to filter and verify
if there are significant differences in the data.

The factors used in the statistical analysis of analysis of variance (ANOVA)
are shown in Table 5. Values transformed to normality were selected to increase
reliability in the analysis of the population sample.

The respective grouping carried out by the ANOVA statistical method is
shown in Fig. 10, where the respective grouping of each transformed amplitude is
detailed. In this case, they belong to the same group “A” as detailed in Table 6,
which indicates that there are no significant differences in the means of the
population samples, so it is possible to characterize the spectrum of both trial 1
and trial 2.
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Fig. 8. Difference of the means in relation to the loading process samples (test 1 and
test 2).

Fig. 9. Composite spectra of samples in discharge process - time series graph (test 1
and test 2).

Table 5. Number of factors to be analyzed in loading process (test 1 and test 2).

Factor Levels Values

Factor 2 Transformation 2.1; Transformation 3.1

Table 6. Tukey’s pairwise comparisons in download process (trial 1 and trial 2).

Factor N Mean Grouping

Transformation 2.1 1024−0.0111 A

Transformation 1.1 1024−0.0179 A
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Fig. 10. Difference of means in relation to samples (trial 1 and trial 2).

4 Conclusions

– As part of this study, a comprehensive methodology for vibration assessment
of the electric motor in the powertrain of a hybrid vehicle was designed based
on the criteria established by ISO 10816-3. This meticulous approach included
the implementation of rigorous procedures for data acquisition, strategic
placement of sensors, precise duration of measurements, and consideration
of the resolution of the measurement equipment. As a result of these prac-
tices, accurate numerical data on the vibrations generated by the electric
motor of the powertrain were obtained in an informed manner, contributing
to a detailed understanding of its vibrational behavior.

– According to the statistical methods previously mentioned, it was possible
to obtain the characteristic frequency spectrum of each test in the energy
consumption condition, both in the loading and unloading processes. With
two trials for each treatment, no significant differences were obtained in the
differences of the means, which leads to accept the null hypothesis since it is
greater than the established significance level 0.005 with a confidence interval
of 99.5% for the normal distribution and 99% for ANOVA analysis.

– In the analysis of the spectra generated by the electric motor vibrations, sta-
tistical methods were used to characterize each set. Techniques were applied
to calculate the normal distribution of these spectra, followed by an anal-
ysis of variance (ANOVA) to evaluate the presence of significant differences
between the means of different treatments. The results obtained indicate that,
both in the loading and unloading processes, the spectrum of treatment 1 is
substantially comparable to that of treatment 2. This finding is statistically
supported by demonstrating that the spectra obtained are comparatively sim-
ilar, supporting the hypothesis of equivalence between both treatments, since
no significant differences were found to discredit it.
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Abstract. Existing literature supports the relevance of educational toys in early
child development, especially smart toys related to digital games that can promote
cognitive andmotor development in children. These toys not only entertain but also
facilitate learning through interaction and personalization. This study validates a
prototype of an educational toy using artificial intelligence designed to improve
cognitive and motor skills in toddlers aged two to four years, specifically testing
on color learning and fine motor skills. It follows an applied research methodol-
ogy based on the paradigm through design, using participatory mixed methods
and design thinking strategies. The validation was carried out in children’s educa-
tional centers through observational tests and focus groups. The results show that
the “Dori” prototype significantly improves hand-eye coordination and facilitates
color recognition in children. In addition, it was observed that the toy captures
children’s attention and promotes effective learning through lights and sounds. The
study concludes that intelligent educational toys are valuable tools for the integral
development of children, combining playful learning with gaming themes and
sensory stimuli. Areas for improvement of this type of toy were also identified,
such as the alignment of the pieces and the volume of the sounds, highlighting
the importance of integrating technologies in educational toys to promote integral
development in children. Nevertheless, it is suggested that they continue investi-
gating their application in diverse cultural contexts and expand the age range of
the test participants.

Keywords: play material · artificial intelligence · serious games · children’s
learning · prototype

1 Introduction

A child’s world at an early age is full of discoveries and learning, where each experience
contributes to the infant’s development. Therefore, their initial education is paramount,
focusing on laying the foundations of their future personality, including cognitive, affec-
tive, and emotional components, relating them to their personal development [1]. In this
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context, as indicated by Prado and Farias [2], play activities have become extremely rel-
evant in children’s early education, promoting their creativity, imagination, and integral
development. Within these activities, educational toys stand out; in some cases, they are
intelligent toys that seek to entertain, educate, and develop children’s skills through inter-
activity and personalization. Many toys are designed for didactic, affective, and value
content learning. Especially in the last decade, gamification has become a fundamental
tool in children’s mental and physical development [3].

However, researchers such as Loredo [4] argue thatmany parents consider games and
toys only as entertainment or amusement, without considering the learning opportunity
they represent, even though there are premises that “a child who does not play does not
learn.” It is also considered that playingwith toys is important in children’s development,
helping them understand the present and prepare for the future, to the point that many
artists or scientists attribute their interests to the toys of their childhood [5]. Play is
considered the first promoter of cognitive, motor, sensory, and bodily development,
inspired by imagination and creativity [6]. Authors and pedagogues agree that toys are
essential tools for the good development of the child, representing an important role in the
formation of concepts, aptitudes, expectations, and socialization [4], always considering
that according to age, the types of games are modified [5]. For example, in children
under one year old, games about finding objects hidden in front of their sight, reaching
an object, or throwing objects are used; children from one to two years old can start
to use mechanical toys to look for objects in various places; and from two years old
onwards it is suggested to introduce toys with symbolic games [7].

One type of knowledge children acquires through playing with certain toys is colors,
which identify their relationship with other objects and the environment. Distinguishing
and recognizing colors among themselves is crucial to making sense of the environment
in which they live, acquiring great importance since it allows them to express moods,
distinguish one product from another, and improve cognitive reasoning and language
[8]. In several cases, technologies have been incorporated into educational toys, radically
transforming play dynamics, expecting to achieve learning and improve children’s inter-
action with toys. According to the study by Wang et al. [9], electronic toys for children
aged two to four years can be classified based on their characteristics and functionalities.
This classification ranges from toys with touch screens that offer interactive play experi-
ences to intelligent educational toys (IET) that stimulate creativity, physical activity, and
problem-solving, and in some cases, also related to game application themes. Integrat-
ing technology in these toys adds a fun component and intuitively enhances preschool
children’s fine motor and cognitive development [9].

These toys can interactwith childrenmore smartly than traditional toys, offeringmul-
timedia features to support personalized learning, progress monitoring, and responses to
external stimuli. Therefore, within a didactic context, when considering children two to
four years old, it is fundamental to choose technologies that stimulate the senses using
multimedia tools [10]. For example, toys that offer interactive and visual activities can
be effective for this age group since they encourage exploration and learning through
experimentation. However, no studies were found that determine how to establish the
validity and use related to designing and implementing an IET.
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Thus, considering the background stated, the objective of this research is to validate
the use of an IET through the process of designing a functional prototype based on
thematic contents for the development of cognitive skills, such as color learning, and the
improvement of motor skills, such as fine motor skills, in toddlers between two and four
years old. It highlights the importance of using smart electronic toys in the educational
context and how they can complement and enrich children’s learning experiences at
an early age, leading this study to the following research question: How to validate a
prototype of an IET using gaming thematic contents, designed to improve cognitive and
motor skills in toddlers aged two to four years?

As the foundation for the consolidation of literary antecedents and duly supported
conceptual definitions, which must be explained in the context of this study, a theoretical
framework is determined in the following subsections.

1.1 Technologies in Smart Educational Toys

Toys have evolved with each historical era. With the Industrial Revolution, toys evolved,
extending their manufacture and mechanical objects’ antecedents of technological toys
[10]. Technological toys include technologies or electronic components to enhance
the child’s play experience with the toy, which are also identified according to their
technological characteristics as smart toys.

A smart toy is an object designed for entertainment and education. Typically, such
toys incorporate advanced technology, such as sensors, Internet connectivity, and often
artificial intelligence, with ergonomic and aesthetic considerations to enhance the play
experience. In these products, the importance of technology as a support for children’s
education through toys lies in its intimate relationship with learning, capturing children’s
attention and stimulating the cognitive area [11].

Within the child-computer interaction, a Tangible User Interface (TUI) has been
applied to creating educational toys, allowing active or passive interaction with physical
objects and digital information. The TUI allows the child to obtain feedback from the
actions performed with the toy, indicating, for example, correct actions, time manage-
ment, or suggestions for use [12]. A technological incorporation that allows the child
to receive feedback is light, either natural or artificial. As Yu and Roque [13] point out,
embedding lights in a toy enriches the interaction by showing how the child completes
a sequence of steps. Lights can function as an educational tool to stimulate children’s
curiosity and creativity while developing fine motor skills and visual coordination [14].

1.2 The Colors in Early Learning

Colors play a fundamental role in children’s early learning, influencing their mood, con-
centration, and comprehension. The first elements of learning that children encounter
are colors, both in objects and in their relationship to their environment, giving meaning
to the environment in which they live [8]. The ecological valence theory of Palmer and
Schloss [15] suggests that experiences with specific color targets may influence color
preferences in children. In addition, color preference is linked to language develop-
ment and the acquisition of color terms. Zemach and Teller [16] observed that infants
are genetically predisposed to certain colors from early on. According to Pitchford,
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Davis, and Scerif [17], associating colors with objects facilitates understanding and
communication about colors in infants aged two to four. In the educational setting, it is
crucial to consider how color affects children’s concentration, creativity, and emotional
well-being. Light wavelengths influence infants’ color preferences, underscoring the
importance of designing educational environments that consider the psychological and
cognitive impact of color. Color is also fundamental for expressing moods, enhancing
motor skills, distinguishing products, and improving cognitive reasoning and language
[8].

1.3 Fine Motor Skills

Through play, children explore their identity, make exciting discoveries about their envi-
ronment, expand their vocabulary, establish social bonds, and experience the healing
power of shared laughter. Research also shows that play strengthens the neural connec-
tions in children’s brains and influences their development on all levels: cognitive, phys-
ical, and emotional. During play, children acquire a wide range of complex and adaptive
skills. Ann Pleshette Murphy [18] mentions that children aged two to four should reach
milestones ranging from playing alone and improving memory to fantasizing or playing
pranks with other children. These milestones also allow skills development, such as fine
and gross motor skills, which play a fundamental role in this process. Fine motor skills
involve precise and coordinated hand and finger movements, which are important for a
child’s intellectual development [19]. This skill can be developed for activities such as
cutting with scissors, completing puzzles, and performing personal care tasks. On the
other hand, gross motor skills, which involve larger and more coordinated movements
of the whole body, represent an essential part of growth, autonomy, and development
in their environment [20] and are fundamental for running, jumping, throwing a ball,
and exploring the outdoors. Both types of motor skills allow children to participate in
play, thus promoting an integral development in all aspects: cognitive, physical, and
emotional.

As mentioned by Cabrera et al. [1]: “They are the movements of the hand and
fingers in a precise manner, for the execution of an action with a useful sense, where
sight or touch facilitate the location of objects and instruments and is given in almost
all actions performed by human beings.” Fine motor skills are also intertwined with
other areas of child development. For example, the hand-eye coordination needed to
perform activities such as drawing or stringing beads on a string helps improve manual
dexterity, promoting creativity and artistic expression. In addition, activities that involve
manipulating small objects, such as threading needles or building blocks, encourage
sensory expression and tactile experimentation, which contributes to a child’s sensory
and perceptual development.

According to Paz Enrique and Hernández [21], Piagiet’s constructivism as an app-
roach to educational psychology considers that children learn and construct their knowl-
edge based on the relationship of the school-family-community triad so that students and
teachers play an active role in the construction of knowledge, which enhancesmotivation
and participation in the learning process. Furthermore, learning is not the direct result
of environmental interactions but is influenced by previously acquired knowledge, i.e.,
children will learn from iteration with the toy. They will not necessarily get it right the
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first time. For Heljakka [22], the value of toys does not lie in their intrinsic value but
in the meaning, time, and effort invested in them; it is important to captivate the child’s
attention to prolong the use of the toy.

The study by Franchin et al. [23] concluded that younger children (up to three years
old) need more positive interaction with an adult to have fun with toys. In comparison,
older children (six years old) have fun with less interactive behaviors, concentrating
more on the toy.

1.4 Design Thinking Applied to the Design of Intelligent Educational Toys

Successful toy design for children goes beyond functionality and aesthetics; it involves
a deep understanding of how infants interact with and derive meaning from toys. There-
fore, toy designersmust strive to align their design decisionswith the child’s preferences,
behaviors, and emotional responses to ensure that the final product resonates with the
target audience [22]. Toy design should focus on creating an engaging experience for
children; however, some manufacturers prioritize parental preferences to maximize eco-
nomic gains [24], hence the importance of defining children as users within the Design
Thinking process. According to Kudrowitz and Wallace [25], the designer’s perception
of the play value of a toy concept may differ from the child’s final judgment.

The degree of satisfaction must be measured through the product’s usability to deter-
mine whether the toy developed by applying Design Thinking strategies suits the child.
According to ISO 9241-11 standards, usability refers to the fact that designated users
(in the case of this research, children from two to four years old) can employ a sys-
tem, product, or service to achieve predetermined objectives with different degrees of
effectiveness, efficiency, and satisfaction in a defined usage scenario.

Usability is evaluated with the help of prototypes that are part of developing the
Design Thinking methodology. Usability is influenced by several factors, such as the
product itself, users, tasks, and environments, which ultimately affect effectiveness, effi-
ciency, and satisfactionduring task execution [26]. Thus, Seyda [27] indicates thatDesign
Thinking is a collaborative, interdisciplinary, innovative, creative, problem-solving, and
human-centered process to create user-oriented products, services, or experiences. In
addition to analyzing the tastes, preferences, and behavior of children, it is essential
to have the criteria of educational psychologists, kindergarten teachers, and the design
group, which in turn may be composed of various disciplines such as product design,
electronic engineering, communication technologies, robotics, among others, all with
different perspectives on the same problem and who contribute their expertise in the
design of a toy that meets what the child needs to learn.

2 Methodology

The current applied research, using the paradigm through design, mainly employs mixed
methods of a participatory nature. The investigation involves practical experiments seek-
ing to obtain specific data for the validation of the design of a product with a playful and
technological approach. It is relevant for this type of research to establish the necessary
structure for its development process so that its questions, objectives, and methods are
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directly focused on obtaining results concerning the defined problem [28]. For the design
and development of the product, prior to the validation of the prototype, Design Think-
ing strategies were applied as a user-centered methodology that allows the generation
of innovative ideas and the exploration of solutions that satisfy the user’s needs [29].

This process is divided into five phases (Fig. 1). In the validation phase, a qualitative-
quantitative approach was adopted to define the potential use of the IET within the
children’s educational institutions selected as part of the sample.

In the empathizing stage, an immersion process was conducted in an educational
environment for children aged two to four years to understand first-hand the educational
practices and daily challenges they face. These practices included unstructured inter-
views with educators from Child Development Centers (CDI), the review of specialized
sources, and consultation with the curriculum of the Ministry of Education of Ecuador.
Next, a detailed user profile was created to understand the characteristics, interests, and
context of the child to whom the IET is intended. In the Define stage, the information
gathered was consolidated to accurately identify the central challenge of the product to
be solved.

Fig. 1. Phases of Design Thinking Applied to the design of an IET

Children’s needs were organized by levels, using Maslow’s Pyramid as a reference.
In addition, a description of the IET, its target audience, characteristics, and purposewere
elaborated. Creative solutions were generated through mood boards, brainstorming, and
initial sketches in the ideation stage. In addition, the guidance of a psychologist was
sought to ensure that the IET is appropriately designed for the user’s age. In thePrototype
stage, physical and digital prototypes of the IET were created for testing and feedback.
For the Validate phase, concept tests were conducted with children to evaluate if they
could complete the toy’s mechanics by training their fine motor skills and observation
sheets to determine if they identified the basic colors of the IET.

2.1 Validation: Concept Tests and Focus Group

For the prototype design validation, an observational process considered focus group
strategies, and a selected sample size from the population established was determined.
The segment of the population considered included the participation of caregivers and
children from the Child Development Centers (CDI Spanish acronym) administered by
the Ministry of Economic and Social Inclusion (MIES Spanish acronym) of Ecuador,
with whom an agreement through the Vicente Rocafuerte Higher Technological Institute
(ISTVR Spanish Acronym) was obtained for their participation in this research. CDIs
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are spaces open to the community whose main objective is to promote the growth and
development of children in a situation of social vulnerability. In total, MIES administers
39 CDIs nationwide where, in each CDI, there are around 30 to 50 children between the
ages of 12 and 36 months [30], which gives an approximate total population of 1560
children. Particularly, three CDIs in Guayaquil, Samborondon, and Tarifa were more
enthusiastic to participate in the focus group. A private day care center related to the
researchers’ institution also collaborates with this research. From this population, 35
children, distributed in different focus groups or observed individually, were sampled
to record and analyze the performance through concept tests with the final prototype
developed. The intention was to demonstrate that using this type of toy within the child’s
educational environment can become a tool to improve fine motor skills and learning of
colors during the children’s stay in the CDI.

Observations were made using a card that included two groups of variables:

– Fine motor variables: It was observed that the child grasped the pieces firmly, manip-
ulated them correctly with his/her fingers, aligned them before placing them, and
adapted easily to changes in their orientation.

– Color learning variables: For this group of variables, it was observed that the child
ordered the pieces according to the colors if he/she fit the yellow piece correctly and
in the same way as the red and blue pieces.

The data obtained from these observations were tabulated and represented in
statistical graphs with measures of central tendency.

In addition, after performing all the concept tests with children, a focus group was
conducted with the caregivers who attended the tests to develop a plenary with profes-
sional comments on the use and application of the IET. This focus group was conducted
online with five caregivers from the different centers where the developed prototype was
tested.

3 Results

Following the methodology proposed using Design Thinking for the creation of an IET,
the results are presented for each phase determined:

3.1 Empathize Phase

During the unstructured interviews with educators from the CDIs, key activities were
identified for children from two to four years of age, such as nesting or puzzles for the
development of fine motor skills, while for gross motor skills, games such as “plans-
plans” or wooden toys were mentioned, as well as preferences for toys with lights and
sounds. The importance of including textilematerial in the prototype for amore complete
interaction was also highlighted (see Fig. 2).

As for the review of specialized sources, it was determined that, for children aged two
to four years, play is themain driver of cognitive,motor, sensory, and bodily development
by fostering imagination and creativity [6]. In addition, integrating technology into toys
captures children’s attention and promotes learning through trial-and-error exploration in
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play. Likewise, using lights and music in toys improves visual coordination and provides
a comprehensive learning experience, combining visual, tactile, and auditory stimuli for
complete development [23].

Fig. 2. User profile generated in the empathizing phase

The Ministry of Education’s curriculum contains specific objectives and skills for
this age group, highlighting sensory exploration and cognitive development through the
identification of colors, shapes, and sounds; this information was used to prepare a brief
(Table 1), allowing to understand the context in which the product will be developed.

Table 1. Briefing generated

¿What? Intelligent Educational Toy (IET)

¿Who? Aimed at children from two to four years of age

¿How? Using a toy with motor, sensory, and educational activities, incorporating
lights and sound

¿Where? Children’s Home, Child Development Centers (CDI), Childcare Centers

¿Why? To foster and provide better learning by developing and strengthening
communication, creativity, sensory, and motor skills

3.2 Define Phase

Once the needs of children aged two to four years were identified in the previous phase,
the findings were classified using Maslow’s pyramid to illustrate the importance of
children’s needs in terms of the potential use of the toy (see Fig. 3). Considering the needs
listed on the pyramid, it is defined that the developed IET should promote interaction
with the child’s caregiver by using pieces of appropriate size and safe materials for the
user’s manipulation. It should also reward the child when completing the interaction,
motivating the child to use the IET. Finally, it should encourage creativity as the child
develops fine motor skills and learns to identify basic colors.
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Fig. 3. Maslow’s pyramid generated from children’s needs.

3.3 Ideation Phase

In this process phase, the toy’s functionality, architecture, and shape were conceived
to meet all the requirements of the previous phases. At the beginning of this phase, a
conceptual framework was developed (see Fig. 4), which allowed us to define the most
important aspects to be considered for the IET design. The researchers highlight the
children’s use of ergonomics and anthropometry, design trends, shapes, colors, toy reg-
ulations, MIDI-am [31] characters, the most suitable materials, and essential electronic
components.

Fig. 4. Conceptual framework developed prior to the design stage

The mood board was used to illustrate inspirations for the ideas and brainstorm with
initial sketches to illustrate the ideas generated. (See Fig. 5).

The mood board included analogous products, market trends, and consumer prefer-
ences. Additionally, toy design’s predominant shapes, colors, and textureswere reviewed
as a comparative parameter.

At this stage, alternative concepts were also explored, considering world trends in
toy design and the characters of theMIDI project [32] so that the design proposals would
meet the objective of belonging to the aesthetic line of IET and digital games of a macro
project which can compete with global designs.
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Fig. 5. Mood board and initial sketches in search of the shape of the toy

3.3.1 Characteristics of the Proposed Design

Based on the information gathered, the IET was designed and named “Dori,” it is about
a character from the MIDI-AM projects. From an aesthetic point of view, the character
represents a blue-footed booby from the Galapagos Islands. The pieces are rounded with
a harmonious and safe appearance for the user. The colors used in the toy’s body are
also inspired by the characteristic colors of this species (white, black, and light blue), as
seen in the following photograph (see Fig. 6).

Fig. 6. Blue-footed Booby. Photo: Ruben Heleno, CDF, 2011

Regarding conceptual aspects, as shown in the 3D visual prototype (Fig. 7), “Dori”
is a character turned into an IET for children from two to four years old, consisting of
a base with push buttons and three pieces that must be inserted according to the color.
Once each piece is inserted, a light of the color of the push button lights up, and the
name of the color is heard, for example, “blue” and so on, until the body of “Dori” is
completed. When the child inserts the head, its last piece, an unreleased song from one
of the MIDI-am projects, is played.

Additionally, “Dori” features voice playback. A microphone is located on one leg
and a speaker on the other, allowing sound interaction with the child. With this activity,
the representation of bright colors, basic geometric shapes, and lights helps improve
visual perception. At the same time, the repetition of sounds and songs contributes to
auditory development and pattern recognition.
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“Dori” was designed as an early stimulation tool. As a stackable toy, it improves
children’s hand-eye coordination and fine motor skills while manipulating and insert-
ing the pieces. At the same time, it encourages creativity as children experiment with
combinations of shapes and colors, and even the incorporation of lights and sounds is a
playful element that stimulates the imagination.

Its design is friendly since all the pieces of the IET are safe. For its design, char-
acteristics and measurements of the anthropometry and ergonomics of children from
two to four years of age were considered, reducing the risk of suffocation. Safety and
resistance were also considered so that the materials and components were durable and
non-toxic. In contrast, the materials of the body were translucent to allow observation
of the colored lights placed inside each piece. Padded fabric was used for wings, legs,
crests, and beaks.

This IET has characteristics of adaptability and versatility. It can modify each
body piece’s images, text, or textures, making a visual-sensory connection and thus
encouraging creativity.

Dori considers educational elements, using colors that the user identifies and allowing
the development of cognitive and sensory skills based on the Ministry of Education
curriculum, such as recognition of primary colors, association of basic shapes, and
recognition and association of animals through shape.

Fig. 7. 3D visual prototype of “Dori”

Regarding its technical aspects, this IET has an Arduino Nanomicrocomputer inside
that allows the lights and corresponding sound to turn on if the piece is successfully
placed. It also has push buttons and LED strips (Fig. 7 shows the toy’s buttons and LED
strips). The microcomputer is powered via a USB connection.

The pushbuttons are connected fromone end to a 5Vpin of themicrocomputer, while
the other is connected to its specific pin and a 1000 � resistor with output to ground.
On the other hand, each LED strip is plugged into its specific pin from the anode, and
the cathode goes to the ground. Finally, to play the song at the end of the interaction,
an MP3-DFPlayer Mini module for Arduino was used. This circuit is located inside the
base of the toy. The buttons and lights are located inside Dori’s pole. A representation
of the inclusion of this circuit inside Dori can be seen in Fig. 8.

3.4 Prototyping Phase

Prototypes allow the evaluation of different product characteristics, functionalities, and
aesthetics, and there is an infinity of methods, materials, and techniques to carry them
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Fig. 8. Designed circuit

out. Different prototypes can be chosen depending on the objectives, resources, and time
available, among which we can find digital and tangible or physical prototypes. For this
research, in its first phase, several digital prototypes were made in 3Dmodels elaborated
in theAutodesk Fusion 360 programs (see Fig. 9), allowing the design capture prior to the
elaboration of the physical prototypes. The 3Dmodels allowed the detailed design of the
product using parametric modeling tools, section views, exploded views, simulations,
photorealistic representations, and animations.

Fig. 9. 3D model designed using Autodesk Fusion 360

For the manufacture of the physical prototypes of the “Dori” IET, we mainly used
the method of 3D printing by PLA filament deposition with the help of two printers
available in the laboratories of the Faculty of Design and Audiovisual Communication
(FADCOM), with two prototypes at different stages of the design process:

– The first low-resolution 3D-printed prototype did not include the technological ele-
ments inside, and its objective was to validate the general concept of the IET with
children. In this laboratory test, opportunities for improvement were identified, such
as size modifications, adjustments to the shape and geometry of the pieces, and the
way the pieces fit together.

– The second prototype integrated the electronic components defined in the ideation
phase, along with improvements and modifications identified in the prototype.

The second prototype met the needs defined in the ideation phase, in addition to the
improvements suggested in the laboratory tests of the prototype, guaranteeing its correct
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use, manipulation, and teaching to the child. The final prototype developed can be seen
in a photograph in Fig. 10.

Fig. 10. Final prototype developed

3.5 Validation Phase

In this phase, concept tests were carried out with the functional prototype toy developed
with children whose parents signed a letter of consent authorizing them to play with
their children and take pictures during the session (see Fig. 11). At the end of the tests,
a discussion was held with the children’s caregivers to receive valuable feedback on the
IET and its possible use in the CDIs and Childcare Centers.

Fig. 11. Validation of the final prototype “Dori” (Children’s photos are supported by a signed
letter of consent from parents)

3.5.1 Proof of Concept

The results presented in Fig. 12 were obtained as a comparative horizontal bar graph
for the fine motor variables. As can be seen in Fig. 12, the results were mostly positive.
The size chosen was adequate for the children, and they could hold firmly the three
pieces and the head of the IET. Likewise, the size and material of the toy favored the
manipulation of its parts, except for small problems presented by the children when they
placed the blue piece, and the wings of the character got caught between the pieces.
Fortunately, the children could correct this problem and place the piece correctly. The
greatest problems were encountered in the alignment of the pieces. As can be seen, 43%
of the children needed to align the pieces before placing them on the IET base; they
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directly placed them without considering a previous alignment that they could do to
complete the challenge more easily. However, this was fine since all the children could
complete the game. Finally, the children presented slight problems with the changes in
the position of the pieces. Some of them placed the pieces in the wrong orientation,
which caused the caregiver in charge to correct them. Once this was done, they could
quickly place the piece correctly. Favorable results were obtained from synthesizing the
data of the motor variables. The IET’s construction and pieces allowed the children no
major problems completing the challenge.

The variables related to color learning, shown in Fig. 13, were obtained in a com-
parative horizontal bar graph. Despite this, the children do not, in all cases, consider the
order of the colors on the base of the IET when ordering the colors. However, 66% of
them achieved this objective.

Fig. 12. Results obtained for fine motor variables

Fig. 13. Results obtained for color learning variables

3.5.2 Users Experience Results - Focus Group

The focus group conducted with the caregivers was held to develop concept testing at
the centers with the children. They gave valuable comments regarding the IET aspects
and its use. Some examples of their feedback are presented in Table 2.
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Table 2. Comments gathered from the focus group.

Category Registration Unit

Color Learning The toy works positively for children to learn colors

Repetitive use of the toy promotes color learning

The toy’s voice and lights attract children’s attention and
promote learning

Fine Motor Skills The toy promotes hand-eye coordination and a firm grip

Usability for Different Ages For children from two to four years old, the version of the toy is
enough to use only with one hand

The toy version requires both hands to fit the pieces together for
children from one to two years old

4 Discussion

The study verified that children’s learning arises from the interactionwith the IET and the
repetition of activities, asmentioned by Paz Enrique andHernández [21]. It is shown how
children improved their motor skills and learning of colors thanks to several interactions.
It also allowed us to reaffirm that learning is favored thanks to the collaboration and
joint participation of children with their caregivers, as argued by Franchin et al. [23]. In
addition, it was possible to verify that the interrelated actions between hands and eyes
improve the precision in each attempt, as mentioned by Cabrera et al. [1]. On the other
hand, it is verified how the use of light as a sensory source encourages children and allows
them to enrich their experience with the IET, as is similarly indicated by Yu and Roque
[13], in addition to providing the child with feedback on each task completed using the
combination of visual, tactile and auditory-musical stimuli [14] deliver a comprehensive
learning experience.

Then, valuable comments were collected from the caregivers within the focus group.
They indicate that the IET works effectively for children to learn colors. However, that
happens more frequently when the use is repetitive. They asserted that regular use of
the IET can promote color learning. They indicated that this learning is favored by the
toy’s voice and the colored lights since they effectively attract children’s attention. On
the other hand, they confirmed that fine motor skills are favored with the IET, both in
hand-eye coordination and firmness of grip.

As for proposed improvements to the IET, the caregivers indicated that the noise in
the CDIs is remarkably high, so it would be necessary to increase the volume of the toy’s
voice, which can be poor sometimes. Another comment was to improve the post where
the pieces are placed, as some children found it hard to insert and fit them. Finally, they
recommended creating new versions of the IET where it is sufficient to use only one
hand to fit the pieces in the case of children from two to four years old, while another
version in size exclusively for children from one to two years old where they must use
their two hands.

The project also allowed us to verify that collaborative and interdisciplinary work
in the IET design process, where the integration of various actors in the subject, was
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crucial to obtain better results and mainly the acceptance of the user (the child), as
suggested by Seyda [27] regarding the Design Thinking Methodology. The researchers
uphold that thanks to the quantitative results of the focus group in the validation phase,
the responses were markedly positive for both the variables of fine motor skills and for
learning colors. Finally, the IET, with all its functionalities, like the MIDI digital games,
is framed according to the objectives and skills proposed in the curriculum required by
the Ministry of Education of Ecuador for children of this age. Nevertheless, the design
and development of products is an activity susceptible to incremental improvements,
and the present research is no exception.

5 Conclusion and Future Work

It is concluded that strong literary evidence examines the relevance of IET in early
childhood development, highlighting how these smart toys can promote cognitive and
motor development in children. Such toys, whose design process has been validated in
this research, entertain and facilitate learning through interaction and personalization.
In particular, the functional prototype of IET designed and developed in this study has
proven to be an effective tool for improving fine motor skills and color learning in
children from two to four years of age. The methodology used in research paradigms for
design and methodological strategies such as Design Thinking supported designing and
creating an IET prototype that combines technological elements to capture children’s
attention and playfully facilitate learning.

Concept testing and interviews with educators revealed that the sounds emitted by
the IET are a key factor inmaintaining children’s interest. Children older than three years
tended tomanipulate the toywith one hand, while two-year-old toddlers used both hands,
indicating different levels of motor development. However, areas for improvement were
identified, such as the snapping mechanism of the pieces, which tend to get stuck, and
the volume of the sounds, which needs to be adjusted. These findings underscore the
importance of integrating technologies such as artificial intelligence and other resources
such as gaming thematic contents in designing and developing educational toys to foster
integrated learning that encompasses cognitive, motor, and sensory aspects to improve
cognitive and motor skills in toddlers aged two to four years. Thus, answering the
stated research question, we identify some of the most relevant aspects in the design
process of this type of toy, the integration of technologies, the pedagogical aspects
related to academic content, and predominantly the intervention of the stakeholders
involved. These are the children, caregivers, psychologists, and design groups, with
whom, through methodological processes focused on the user, such as Design Thinking,
facilitate personalizing their interests and needs, especially for toddlers at the center of
the learning process. Nevertheless, some suggested design improvements are crucial to
increase the effectiveness and attractiveness of the IET prototype. For example, there is
a need to adjust the volume and refine the snapping mechanism.

5.1 Future Work

Future research could explore the application of this IET prototype in different cultural
contexts and with a wider age range to evaluate its effectiveness in a broader spectrum of
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child populations. Incorporating more advanced technologies and customizing the IET
to children’s individual preferences are also promising areas for development. Besides, it
is suggested that more validations be carried out on other CDIs and child care centers to
confirm the results for future versions of IET Dori and the creation of similar children’s
toys.

Overall, this study allows for generating future directions for research, such as testing
the toy in different cultural contexts, considering the richness of ethnicities in Ecuador,
and broadening the age range of the participants. Additionally, new studies can be devel-
oped with other vulnerable groups with physical and psychomotor disabilities for the
evaluation of skills.
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27. Eraslan Taşpınar, Ş.: Design thinking and art educationtasarim odakli düşünme ve sanat
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Abstract. This study seeks to identify effective evaluation methods
according to the use of artificial intelligence. It addresses the extent to
which artificial intelligence tools and functionalities are used in secondary
education, mainly in students and teachers. The scientific literature on
the use of artificial intelligence in academic assessment has been reviewed
within the methodological framework. In addition, a survey was con-
ducted with students and teachers to gather information on the influence
of artificial intelligence, its ethical use, and its application in different
academic activities. It is concluded that artificial intelligence is used in
various educational activities, allows for the optimization of the work of
teachers, and evaluates, improves, and personalizes the teaching-learning
process of students. Notably, students who use artificial intelligence tools
prefer to be assessed by human teachers. However, these resources should
be used as an aid and adequate follow-up. Finally, this work proposes
methods of practical evaluation using artificial intelligence.

Keywords: Artificial intelligence · Assessment · Education · Methods
secondary · Learning tools

1 Introduction

With the abrupt changes that technology has had and the appearance of arti-
ficial intelligence, we find how this is introduced in the educational field. This
relationship has caused teachers to modify their teaching strategies and methods
since these tools help build resources for each student and improve the teaching-
learning process [28]. However, these types of tools propose significant adjust-
ments in terms of ethical issues [6,7,19], which produces an essential reflection
on the role of teachers in an educational community [6,13].

The research explores the intervention of artificial intelligence (AI) in assess-
ment, mainly in secondary education. It starts with an analysis of the literature
that helps to understand that artificial intelligence tools have transformed and
will transform academic evaluation, and then shows the view of students and
teachers on its use. This research helps teachers search for strategies based on
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artificial intelligence that contribute to the development of the teaching-learning
process and, at the same time, allows them to analyze their limitations and
challenges.

It is exposed that the research on Artificial Intelligence (AI) in education
is broad and diverse, ranging from theoretical studies to practical applications
[28,30]. Research reveals that AI has been used to personalize learning and
improve outcomes by applying more accurate and tailored assessments [6,7,19].
However, discussion persists about the reliance that can be placed on these types
of tools and their impact on educators.

The purpose of this paper is to establish effective evaluative methods for the
use of artificial intelligence in secondary education by exploring the literature
and students’ and educators’ perceptions of its use. From this analysis, the study
seeks to answer the question: What are the effective evaluative methods for the
use of artificial intelligence in secondary education?

2 Related Works

Artificial intelligence (AI) has been incorporated into education, transforming
the role of teachers and opening up new possibilities for learning. However, its use
and implementation bring with it ethical issues that must be carefully considered
[6,7,19].

AI is the process by which machines perform tasks, think, learn, and act,
just as humans do, without replacing humans [16]. The incorporation of these
types of tools in the educational environment has invited to rethink the role of
teachers, forcing them to train and work in an integrated way with these types of
tools, which help them to understand the educational development of students, to
correct tasks and evaluations, to anticipate the academic performance of students
and also in the development of school planning [1,3,10,30].

Collaboration between the educational community and industry positively
aids pedagogical processes [22]. While artificial intelligence is a fundamental pil-
lar in any area of knowledge and industry, one should maintain sight of the
dangers that may arise from its use in education. Among them are the influence
of technologies in academia, the weakening of essential academic-pedagogical
activities and the diminishing role of educators in evaluation [13]. In the face of
these dangers, it is crucial to address the responsibility for using AI as an educa-
tional tool; this responsibility lies with teachers and academic institutions, who
cannot ignore the existence of AI, underestimate its importance, or exaggerate
its effect [30].

Research on academic assessment and AI has highlighted countries such as
China, the United States, and the United Kingdom between 2019 and 2023
(Fig. 1). Universities with the most research in this field are also mainly located
in China (Fig. 2).

Artificial Intelligence in education is an underexplored area, mainly in com-
bining educational strategies to create meaningful learning experiences for stu-
dents, as expressed by [27,29]. When combined with Artificial Intelligence and
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Fig. 1. Incidence in countries with more research on academic assessment and artificial
intelligence.

Fig. 2. Universities with research on academic assessment and artificial intelligence.
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other tools, educational assessment can increase its ability to support the teacher.
An example is STEM assessment, which can benefit from AI in performing lab-
oratory tasks and obtaining a clear assessment [7]. Information presentation is
evolving toward virtual and mixed reality, facilitating assessment by combining
AI with the physical part [6,19]. On the other hand, videos become an essen-
tial tool for learning and assessment, driving innovation in education; in the
same vein, in China, AI has reduced inequality in the distribution of educa-
tional resources [18]. In the same way, the development of immersive modules,
the implementation of digital pedagogy, and the use of virtual technologies for
education open new possibilities for assessment. Collaborative work becomes fun-
damental to creating strategies that can be complemented with a technological
model that mitigates this limitation, although they do not allow an individual-
ized analysis of each student [26]. Educational institutions need to include AI in
education through adaptive learning; for this purpose, it is proposed to establish
teaching-learning methods with the help of intelligent devices developed with
AI; among them, we can mention virtual reality, cloud computing and portable
information as expressed by [28]. The scientific literature reviewed about AI
applied to education and mainly in evaluation analyzes and identifies topics
related to the present research as presented in Table 1 below. Different issues
are shown, among them adaptive learning, which, as its name indicates, refers to
the search for and implementation of strategies that meet the individual needs of
each student. Similarly, the topic of anti-plagiarism contains the use of artificial
intelligence tools to detect plagiarism in written work. In addition, the evalua-
tion instruments that allow for estimating students’ academic performance are
discussed. The methods and methodologies of artificial intelligence evaluation
are also analyzed, showing the different ways of evaluating within the teaching-
learning process. Finally, references are made to using artificial intelligence in
education to improve this process. The studies present the use of artificial intelli-
gence tools based on large language models in formal student assessments, these
researches raise important considerations to take into account about the very
being of academic assessment because while they can support the education of
students including the teaching of writing and composition among others, they
limit the ability of students in the development of critical thinking skills, research
and the embodiment of original ideas creation of original and coherent texts and
can evade existing technological methods and trained academic staff.

3 Problem Formulation and Methodology

The evolution of technology, especially Artificial Intelligence (AI) in the educa-
tional field, still generates doubts about its implementation. However, it’s impor-
tant to note that AI, when effectively integrated, has the potential to enhance
the teaching-learning process. Research has been conducted on artificial intelli-
gence in education, but there is still a lack of knowledge about its identification
and implementation. This lack of knowledge causes concern about its proper use,
to the point of thinking that they could replace the role of teachers.
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Table 1. Evaluation methods in education and the application of artificial intelligence.

Author Adaptive learn-
ing

Antiplagiarism
written by AI

Analytical
rubrics

Classification
algorithms

AI evaluation meth-
ods and methodolo-
gies

AI in education

Perkins 2023 [23] – – X X X X

Elkhatat 2023 [11] – X – – X X

Niu et al. 2022 [21] X – – X X X

Rahm and Rahm-Sk̊ageby 2023 [24] – – – – X X

Fergus, Botha, and Ostovar 2023 [12] – X – – X X

Bütüner and Calp 2022 [4] – – – – X X

Kaldaras, Yoshida, and Haudek 2022 [17] – – X X X X

Harati et al. 2021 [15] X – – – X X

Halimi and Seridi-Bouchelaghem 2021 [14] – – – X X X

Chaudhry et al. 2023 [5] – X – – X X

Almelweth 2022 [2] X – – – X X

Crawford, Cowling, and Allen 2023 [8] – X – – X X

Crompton and Burke 2023 [9] – – – – – X

Seo et al. 2021 [25] – – – – – X

Mangera, Supratno, and Suyatno 2023 [20] – – – X X X

Present work X X X X X X

In addition to this need for more knowledge and concerns about the use of
artificial intelligence, there are also the challenges involved in evaluating these
tools in the educational environment, mainly due to the application students can
give to them. Although the implementation still generates doubts and questions,
its capacity to transform education is essential.

To address this set of concerns, the present research proposes to explore how
teachers and students can effectively and efficiently integrate AI in secondary
education by identifying assessment methods that are compatible with the use
of AI. Thus, the research will provide input for future research on adapting these
tools to the educational environment.

3.1 Methodology

It begins with a review of the literature on artificial intelligence in education,
followed by the application of surveys to teachers and students, and finally, the
data obtained were analyzed. Three stages are proposed for this purpose.

Stage 1: Review of scientific literature. Using the historical-descriptive
methodological approach, scientific articles have been explored in recognized
databases such as Web of Science, Springer and Scopus. The keywords used
for the search are: “academic evaluation”, “artificial intelligence”, “secondary
education”, and “evaluation”. They selected articles published between 2021
and 2023, which yielded 401 results. Discrimination by areas of research knowl-
edge was made, focusing on education, computer science, science and technology.
Finally, with the help of VosViewer, a bibliometric analysis was performed, and
the countries and universities with the most research on this topic were identified.

Stage 2: Survey application. Two surveys were designed; one applied to
66 teachers and the other to 124 high school students. Different questions were
asked, such as demographic data, knowledge about academic assessment with AI
support, the use of this tool in education, the frequency of its use, the application
and their view of the relationship between artificial intelligence and humans.

For teachers, the survey consists of 39 questions. It was answered by teach-
ers from both private and public educational institutions, from 18 to 55 years
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of age, with experience in teaching from elementary school to high school, in
different areas of knowledge of the Ecuadorian national educational curriculum
and from other regions of the country. The students answered 14 questions, ages
between 12 and 18 years old, from different Ecuador regions and public or private
educational institutions. As shown in Tables 2, 3 and 4.

Table 2. Survey applied to high school and high school students.

Questions Answers

1. Age: 12–13 years — 14–15 years — 16–17 years — 18 years and over

2. Gender identity: Male — Female — Non-binary

3. What grade are you in?
Eighth grade — Ninth grade — Tenth grade — First year of Bachillerato
— Second year of Bachillerato — Third year of Bachillerato

4. In which region is your educational
institution located?

Coast — Highlands — Amazon — Island

5. What device do you use most fre-
quently to study?

Mobile — Tablet — Computer — All equally

6. What type of support does your edu-
cational institution have?

Public — Private — Fiscomisional — Municipal

7. Have you heard about artificial intelli-
gence?

a. No, I’ve never heard of it — b. I’ve heard of artificial intelligence, but
I don’t know much about it. — c. I am moderately familiar with it. — d.
Yes, I am aware of what it is and how it works.

8. What kind of school work do you do
with the help of artificial intelligence?

a. Searching for information on the internet. — b. Automatic translation
of texts. — c. Correcting grammar and spelling. — d.Summarising text.
— e. Solving mathematical problems. — f. Solving physics problems. — g.
Speech recognition for text transcription. — h. Creating slides. — i. Video
creation. — j. Music creation. — k. Creation of social media content. —
l. Other:

9. Select the subjects in which you have
used artificial intelligence for your school-
work.

a. Math. — b. Physica. — c. Chemistry. — d. Biology. — e. Language
and literature. — f. Social studies. — g. English. — h. Artistic education.
— i. Computing. — j. Physical education. — k. STEAM. — l. Program-
ming and database. — m. History. — n. Philosophy. — o. Citizenship
education. — p. Entrepreneurship and management. — q. Technical sup-
port. — r. Programming. — s. Operating systems. — t. Office automation
applications. — u. Marketing. — v. Other:

10. Of the following artificial intelligence
tools, which ones have you used?

Google Translate. — DeepL. — Grammarly. — LanguageTool. —
Resoomer. — TLDR. — Siri. — Alexa. — Duolingo. —Khan Academy.
— Kahoot! — Classcraft. — ChatGPT. — Bard - Gemini. — Jasper.
— Notion. — Canva. — Lensa. — Cymath. — Smodin. — MuseNet. —
Buffer.

11. Do you consider it ethically correct
to carry out a school assignment using
exclusively artificial intelligence?

Yes. — No. — Maybe

12. What are your main concerns about
the use of artificial intelligence to do
school homework?

Loss of own learning skills. — Academic honesty. — Quality of results. —
Dependence on technology. — I have no concerns. — Other:

13. If you had the choice, would you pre-
fer to have your homework and exams
graded by artificial intelligence or by a
human teacher?

Artificial Intelligence. — Human Teacher. — Both. — Neither.

14. Why would you choose the former
option? - Please provide a brief explana-
tion.

Stage 3: Analysis and synthesis of information. Finally, using the
analytical-synthetic method, with the help of Microsoft Power BI and Public,
the results of the surveys are analyzed. Convergences and divergences between
the different questions and using Artificial Intelligence are identified. Finally,
after each result, an analysis of the results obtained is performed.



370 I. Ojeda and S. C. Arias

Table 3. Survey applied to high school and high school teachers.

Questions Answers

1. Age.
18–25 years. — 26–35 years. — 36–45 years. — 46–55
years. — Over 55 years old.

2. Gender identity. Male — Female — Non-binary — Prefer not to answer

3. Level of education. Baccalaureate. — Third level. — Fourth level.

4. Level(s) at which you teach? a. Upper basic education. — b. Baccalaureate.

5. Which area(s) do you teach?

Cultural and Artistic Education. — Physical Education.
— Natural Sciences. — Social Sciences. — Language
and Literature. — Mathematics. — Foreign Language. —
Other:

6. How many years have you been teaching?
0–5 years. — 6–10 years. — 11–15 years. — 16–20 years.
— More than 20 years.

7. In which region is the educational institution
where you work located?

Coast. — Highlands. — Amazon. — Island.

8. What type of support does the educational
institution where you work have?

Public. — Private. — Fiscomisional. — Municipal.

9. Which device do you use most frequently to
prepare your assessments?

Mobile. — Tablet. — Computer. — All equally.

10. In general, how would you rate your level of
skill with technology?

High. — Medium. — Low

11. Have you heard of Artificial Intelligence in
educational assessment?

Yes. — No.

12. How often do you use Artificial Intelligence
tools in your teaching?

Daily. — Several times a week. — Weekly. — Monthly. —
Hardly ever. — Never.

13. To what extent are you aware of the differ-
ent applications of Artificial Intelligence in edu-
cational assessment?

Very little. — Regular. — Quite a lot. — A lot.

14. how do you usually find out about new Arti-
ficial Intelligence tools applied to educational
assessment?

Seminars or workshops. — Online courses. — Education
blogs. — Recommendations from other teachers — Other:

15. Which Artificial Intelligence tools have you
used for plagiarism detection?

Turnitin. — Copyscape. — Grammarly. — Not used. —
Other:

16. Which Artificial Intelligence tools have you
used to create rubrics?

Rubistar. — Classcraft. — Google Classroom. — Not
used. — Other:

17. Which Artificial Intelligence tools have you
used to classify results?

Gradescope. — Khan Academy. — Not used. — Other:

18. Which Artificial Intelligence tools have you
used to implement evaluation methods and
methodologies?

Khan Academy. — DreamBox Learning. — Kahoot! —
Classcraft. — Google Arts — Culture. — Metaverse. —
Not used. — Other:

19. For which evaluation tasks have you used
Artificial Intelligence tools?

Grading of exams. — Correction of assignments. — Mon-
itoring of student progress. — Personalisation of assess-
ment. — Not used. — Other:

20. What is your level of confidence in the deci-
sions made by Artificial Intelligence tools in edu-
cational assessment?

Scale of 1 to 5, where 1 is “little confidence” and 5 is “a
lot of confidence”.

21. What do you think is the main obstacle
to implementing Artificial Intelligence in educa-
tional assessment in your institution?

Lack of staff training. — Lack of financial resources. —
Resistance to change. — Lack of support. — Other:

4 Analysis of Results

Figure 3 shows that higher primary and high school students use artificial intel-
ligence (AI) tools in various school tasks. The applications with more use are
content creation with 50% of respondents, grammar and spelling with 40%, and
solving with 20% of respondents. AI is used to a lesser extent for problem-solving,
music and videos, with 10%. The above shows that students use artificial intel-
ligence to support their learning and improve academic performance in areas of
knowledge such as writing, comprehension and research.
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Table 4. Survey applied to high school and high school teachers.

Questions Answers

22. What factors do you consider important when
choosing an AI tool for educational assessment?

Ease of use. — Accuracy in grading. — Adaptability to
students’ needs. — Cost. — Other:

23. In your opinion, what are the main advan-
tages of using artificial intelligence in educational
assessment?

Increased efficiency in assessment. — Increased grading
accuracy. — More accurate detection of plagiarism. —
Personalisation of assessment. — Increased fairness in
assessment. — Other:

24. Research on the integration of artificial intel-
ligence in teaching practice.

Development of materials and resources for teacher train-
ing. — Designing strategies for the implementation of
artificial intelligence in the classroom. — Creation of
learning communities to share experiences. — Other:

25. Research on the development of new artificial
intelligence tools for evaluation.

Exploration of new technologies such as machine learning
and natural language processing. — Designing tools that
are adaptable to different educational contexts. — Devel-
oping tools that are easy to use for teachers and students.
— Other:

26. Would you be interested in being trained
to use artificial intelligence tools in educational
assessment?

Definitely. — Probably. — Not sure. — Probably not. —
Definitely not.

Fig. 3. School tasks performed with the help of artificial intelligence.

Next, the areas of knowledge in which the surveyed students have used Arti-
ficial Intelligence for their school activities are identified. Seventy-three per cent
of the students surveyed mentioned that programming is used for tasks related
to the subject. Next, 71% are language and literature, and 68% of the respon-
dents. Biology is in fourth place with 59%, followed by chemistry with 49%.
This shows a trend towards integrating artificial intelligence in various academic
tasks to improve learning and productivity. This integration especially benefits
activities related to computer science; however, the use of AI in other areas of
knowledge shows a growing interest in applying these tools. As can be seen in
Fig. 4.

Students were asked about their use of Artificial Intelligence tools. Through
the above word cloud analysis, it is observed that the most used Artificial Intel-
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Fig. 4. Areas of knowledge in which artificial intelligence has been used for school
tasks.

Fig. 5. Use of artificial intelligence tools by students.

ligence tool is Chat GPT, with 80% of students surveyed choosing it, followed by
Canva, with a choice of 75%, Translate and Google 69% of students surveyed,
Duolingo 53%, Kahoot and Grammarly 39%, Google Gemini with 69, among
others.

Figure 5 shows the significant use of artificial intelligence tools, highlighting
students’ preferences. This helps teachers understand their needs and improve
the educational resources they propose.
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Fig. 6. Ethics of using only AI in school assignments and the preference between grad-
ing by a human teacher or AI.

The analysis presented in Fig. 6 involves two critical questions. The first ques-
tion asks whether respondents consider it ethical to perform a school assignment
using only Artificial Intelligence, while the second question asks whether they
would prefer to have their assignments and assessments graded by a human
teacher or by Artificial Intelligence.

As a result of this cross-analysis, we obtained 15% of respondents who con-
sider using Artificial Intelligence to perform tasks ethically but prefer a human
teacher to grade their assignments and assessments. On the other hand, 30% of
students responded “maybe” to the first question and chose a human to grade
their homework and exams. Likewise, 10% of students responded to the survey
saying that it is unethical to do assignments with AI alone; the same students
report that they also prefer humans to grade their assignments and exams. It is
essential to note that 13% of students responded in the survey that it is ethical to
do assignments with AI only; they also prefer to be graded by a human teacher.
Still, 15% of respondents answered that “maybe” it is ethical to do assignments
with AI only, and they prefer to be graded by humans and by AI.

The above shows the complexity of students’ attitudes towards using artificial
intelligence in their academic activities. A group considers the exclusive use
of artificial intelligence in school tasks. In contrast, another group expresses
ethical concerns and shows a preference for human intervention in the grading
of assessments and assignments. Therefore, it is considered essential to address
not only students’ technological capabilities but also ethical and pedagogical
considerations when integrating artificial intelligence into the teaching-learning
process.

On the one hand, students use AI tools; on the other hand, they have concerns
about using them for different school tasks, as shown in Fig. 7. The concern that
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the use of AI produces the loss of personal skills stands out in 80% of students, as
does the academic issue combined with honesty in 80%. Consequently, although
students use various AI tools, there are specific concerns about their application
in education. As previously observed, there is a wide use of artificial intelligence
tools by students; however, this adoption of technology and academic integrity
produces significant concerns among students regarding the loss of personal skills
due to this dependence on artificial intelligence, as well as the concern about
being detected by tools of this same line, which can lead to risks due to misuse.

Fig. 7. Students’ concerns about the use of AI in performing tasks.

Two questions in the survey addressed two important aspects related to the
area in which teachers carry out their activities and the frequency of implemen-
tation of AI tools. As shown in Fig. 8, 100% of mathematics, computer science,
language, and literature teachers use AI tools daily, while 75% in foreign language
and 60% in natural science are registered among the respondents. Finally, 20%
of cultural and artistic education respondents implement AI in their teaching
activities daily. Implementing AI tools in teaching activities presents several sig-
nificant messages since the teachers of the knowledge areas show high frequency
in using these tools.

Figure 9 shows the use of artificial intelligence tools to detect plagiarism. Tur-
nitin is used by 50% of the teachers surveyed in cultural and artistic education,
followed by natural sciences 46%, foreign language 45%, language and literature
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Fig. 8. Areas of knowledge in which they teach and frequency of use of artificial intel-
ligence tools in teaching.

42%, mathematics 40%, and computer science 28%. Grammarly is used mainly
by the areas of knowledge of computing and language and literature with 28%,
followed by foreign language with 18%, continuously by the area of cultural and
artistic education with 14% and mathematics with 10% and natural sciences
with 6%. On the other hand, Copyscape is mainly used by teachers of foreign
languages with 27%, followed by computer science and language and literature
with 14%; in turn, it was found to be used by teachers of the areas of knowledge
of natural sciences and cultural and artistic education with 7%. It is also evident
that, in the area of mathematics, this tool is not used. The importance of the fact
that a significant number of teachers in different areas of knowledge do not use
Artificial Intelligence tools for this type of activity is also highlighted. Although
an interesting number of teachers surveyed used AI tools for plagiarism detec-
tion, further training is needed in the area of originality detection. In addition,
Fig. 10 examines teachers’ practices in the areas of knowledge taught about using
AI tools to classify results. Thirty per cent of teachers in foreign language and
computer science use this tool; 20% of teachers in the knowledge areas of math-
ematics, natural sciences and cultural and artistic education use it. Only 20%
of teachers in mathematics and natural sciences and 10% of foreign language
teachers use Grandescope. In this sense, it is essential to emphasize the need
for further exploration and adoption of AI tools in educational assessment, con-
sidering the different needs and learning contexts in implementing educational
technology.

Fig. 9. Use of artificial intelligence tools for plagiarism detection.

Figure 11 shows the use of Artificial Intelligence tools to implement evalua-
tion methods and methodologies, contrasted with the area where the surveyed



376 I. Ojeda and S. C. Arias

Fig. 10. Use of artificial intelligence tools for results classification by teachers.

teachers teach. The results show that 80% of the teachers in Cultural and Arts
Education use Kahoot!, while 70% of the foreign language teachers and 50% of
the language and literature teachers also use it. In addition, 40% of mathemat-
ics and natural sciences teachers use these tools, followed by 30% of computer
science teachers. On the other hand, Khan Academy is used by 50% of natu-
ral science teachers, 30% of foreign language teachers, and 20% of mathematics
and computer science teachers. Finally, only 10% of cultural and arts education
and language and literature teachers use artificial intelligence tools to implement
evaluation methods and methodologies. As for teachers who have not used these
tools, they represent 30% in Cultural and Artistic Education, 20% in mathemat-
ics, natural sciences and computer science, and 10% in language and literature.

These data suggest that, although teachers are increasingly using artificial
intelligence tools to implement evaluation methods and methodologies, a signifi-
cant number of teachers still lack knowledge about the adoption of technological
tools of this type in their different areas of knowledge, thus creating opportunities
to promote integration with educational evaluation.

Fig. 11. Use of artificial intelligence tools for the implementation of evaluation methods
and methodologies.

Regarding the use of these tools by teachers in their assessment activities
about the area in which they teach, Fig. 12 shows that in the area of natural
sciences, five teachers use them for monitoring learning, one teacher uses them for
creating and correcting assessments and two more use them for customization.
However, they were only used for customization with tests, and four participants
preferred not to respond to this survey. Four mathematics teachers use AI tools
for student progress monitoring. In contrast, one teacher uses it to make and
customize assessments, two others do not use AI tools for these purposes, and
two prefer to refrain from responding. About five teachers in the foreign language
area use AI tools to correct assignments, while two use them to personalize
and monitor students’ progress. One teacher did not respond to this question,
while one indicated not using AI tools. In computing, two teachers use their
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AI grading system for personalization. One of the teachers uses it for student
progress monitoring, another has yet to use the tools, one prefers not to answer,
and one does not use it.

While five teachers in the Cultural and Arts Education area do not use the
AI for this type of activity, four use these tools to construct evaluations, one
to monitor student progress, and one to correct exams. Finally, two teachers in
language and literature use the personalization and grading tools, two do not,
and one uses them to monitor students’ progress. These results demonstrate a
diversity of approaches to integrating AI into educational assessment.

Fig. 12. Evaluation tasks using artificial intelligence tools by teachers.

Finally, Fig. 13 shows the results of the current work that was analyzed.
It is established that the effective evaluation methods according to the use of
artificial intelligence in secondary education are: The first will lie in adaptive
learning as it will guide how to implement learning systems that help us to use
Artificial Intelligence to adjust the content and assessments to the educational
needs of each student. From this perspective, learning could be personalized,
and skills and knowledge development could be assessed more accurately and
equitably. Second, the training, implementation and use of anti-plagiarism tools
in secondary education. The third method will involve the development of ana-
lytical rubrics based on artificial intelligence. The fourth proposed method lies in
applying ranking algorithms to student data, ranking students from the highest
performers to those requiring more attention and fostering collaborative work
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Fig. 13. Effective evaluation methods according to the use of artificial intelligence in
secondary education.

with AI-based platforms, which will evaluate each student’s final product, col-
laboration, communication and individual contribution.

5 Conclusions

Artificial Intelligence tools have not just changed, but transformed teaching-
learning strategies and methods, opening up a world of possibilities to personalize
and optimize this process. They also raise ethical issues and the crucial need to
redefine the role of teachers and educators, sparking a new era of education.

Consequently, artificial intelligence tools can be applied to multiple areas of
knowledge; specifically, plagiarism detection or the creation of analytical rubrics
can extend student assessment to various more objective ways and provide a
more in-depth evaluation. In addition, grading algorithms can grade students
with different performances in the same way, which is revolutionary for educa-
tional assessment.

This work has been important for creating AI-aligned assessment methods
that could support future research on the appropriateness of this technology
for education. The review of scientific literature and the survey of teachers and
students have helped us better understand the impact and appreciation of using
AI in academic assessment. High school students’ use of AI for various school
activities indicates that these technologies are gradually being integrated into
the educational process.

This paper highlights the need for teamwork between technology developers,
teachers, and students to design and implement artificial intelligence solutions
that effectively respond to the learning process needs.
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